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SUMMARY

AI systems are being quipped with Theory of Mind (ToM)-like capability to advance

their social adeptness while they assume diverse social roles in our society. ToM is a basic

social and cognitive human capability of attributing mental states such as beliefs, emotions,

knowledge, and plans to oneself and others based on behavioral or verbal cues. AI systems

with ToM-like capability can infer humans’ mental states and customize their responses to

cater to our knowledge, needs, goals, preferences, etc.. As these AI systems exhibit human-

like “mind-reading” capability to enhance human-AI communications and collaborations,

people are increasingly uncertain about how they should perceive such AI systems’ so-

cial roles and capabilities. Mismatch between AI systems’ actual social capabilities and

people’s expectations of the AI can not only lead to user frustrations and abandonment

of the AI systems, but also lead to harms such as overreliance on AI and extreme anthro-

pomorphism of the AI. Managing and accounting for human perceptions of AI systems

performing at varying social capacities becomes crucial in improving user experience and

mitigating harms in human-AI communications.

Inspired by the Mutual Theory of Mind in human-human social communication, this

thesis posits the MToM framework for human-AI communication, in which both the hu-

mans and the AI systems can leverage their ToM-like capability to continuously construct,

recognize, and respond to others’ perceptions of them. The MToM framework aims to

guide the research and design of human-AI communication by breaking down the itera-

tive human-AI communication into three analyzable stages. Each MToM stage represents

a ToM process of one party’s communication feedback shaping the other’s interpretation

of how they are perceived by others. As a first step towards realizing the vision of MToM

in human-AI communication, this thesis followed the MToM framework and conducted a

series of empirical studies to provide design implications for building AI systems’ ToM-

like capability to account for human perceptions of AI during communications. Each study
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examines human perceptions of AI at a MToM stage: ToM construction (AI’s construction

of human’s interpretation), ToM recognition (human’s recognition of AI’s interpretation),

and ToM revision (AI’s revision of its interpretation). These studies were conducted in the

context of AI-mediated social interaction in large-scale learning environments, where AI

systems are already leveraging their ToM-like capability to provide personalized social rec-

ommendations to adult learners based on information inferred from their digital footprints.

To understand the social role and desired capabilities of AI systems in AI-mediated

social interaction in large-scale learning, this thesis first empirically explored the design

requirements of such AI systems from online learners’ perspectives. Through two studies

with online learners, I pointed out the design opportunities for AI systems to perform the

role of social facilitators while enhancing the social translucence and bridging the social-

technical gap in remote social interaction. I further outlined implications for designing

human-like AI agents that can alleviate challenges in remote social connections, cater to

students’ evolving social needs, and mitigate potential privacy and social harms in AI-

mediated social interaction. These findings established the need for AI agents to account

for students’ perceptions of the AI during AI-mediated social interaction in online learning.

The rest of the thesis empirically explored students’ perceptions of AI in AI-mediated

social interaction at each stage of the MToM framework in large-scale learning. At the ToM

construction stage, I conducted a longitudinal survey study that highlighted students’ evolv-

ing perceptions of the AI agent over time, and established the feasibility for AI agents to

automatically construct students’ perceptions of AI through analyzing linguistic character-

istics of students’ utterances to the AI. At the ToM recognition stage, I conducted a mixed-

methods study to understand students’ reactions and perceptions of AI after recognizing

AI’s (mis)interpretations of their personal characteristics in AI-mediated social interaction.

I identified three types of rationales that students adopted to make sense of the AI’s misin-

terpretations of their personal characteristics. I found that these rationales are informed by

students’ evolving AI knowledge through AI output, and can lead to harmful perceptions
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and reactions to AI misinterpretations. At the ToM revision stage, I conducted a mixed-

factorial vignette experiment to examine the impact of AI’s revision of its misinterpreta-

tions on students’ perceptions of the AI. I found that AI systems can mimic human’s ToM

revision reasoning and communication process to mitigate students’ negative perceptions

of AI after encountering AI misinterpretations. However, balancing the informational and

social aspect of AI’s revision communication is the key to mitigate students’ perceptions

of the AI.

Overall, this dissertation makes theoretical, design, and empirical contributions to the

fields of human-AI interaction, computer-supported cooperative work, and responsible AI.

This work provides theoretical guidance and actionable design implications to build the

next generation of AI systems that can continuously construct, recognize, and respond to

human perceptions of AI in human-AI communication.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

New developments in Artificial Intelligence (AI) have enabled AI systems to assume di-

verse social roles as our assistants and partners in human society. To facilitate their social

functions, AI systems have been designed with human-like physical appearances, anthro-

pomorphic expressions and behaviors, and natural language communication abilities. More

recently, AI systems are being equipped with Theory-of-Mind-like capabilities to further

advance their social adeptness. Theory of Mind (ToM) is a basic social and cognitive hu-

man capability of attributing mental states such as beliefs, emotions, knowledge, and plans

to oneself and others based on explicit or latent behavioral and verbal cues [1, 2, 3, 4,

5, 6]. AI systems with ToM-like capability 1 can make inferences about human’s mental

states and customize their responses to cater to our knowledge, needs, preferences, etc. [12,

13, 14, 15, 16, 17]. Such AI systems present great promises in enhancing the efficiency,

naturalness, and human experiences across varying human-AI interactions. For instance,

in human-AI task collaborations, AI systems with ToM-like capabilities can detect human

collaborators’ knowledge state and provide additional information accordingly to complete

the tasks [18], infer human intentions and plans to account for irrational human behaviors

during collaborations [19], and generate legible robot motions based on predicted human

interpretations [20]. In the near future, AI with ToM-like capabilities can be applied in

more aspects of our lives: imagine an AI agent that can facilitate and promote social con-

1Whether AI systems can or will possess ToM is a highly debatable topic in current academic discourse [7,
8, 9, 10, 11]. This thesis is based on my current belief that AI presently does not have human-level ToM ca-
pability and can only possess ToM-like capabilities to generate human-like behaviors. Therefore, throughout
this thesis, I use “ToM-like capabilities” to refer to AI’s capability of inferring and attributing mental states
to people with the goal of predicting human behaviors.
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nections among fully remote workers or online students, an AI teaching assistant that can

detect students’ confusion about class materials and offer personalized guidance, or an AI

assistant that can infer and protect our focus work time against outside distractions [21].

As such AI systems continue to exhibit seemingly human-level ToM capability, peo-

ple are becoming more uncertain than ever about how they should perceive AI systems’

roles and capabilities— people are expecting these human-like machines to perform so-

cial functions at the human level. While failure in matching those expectations can lead to

user frustrations or even abandonment of the AI [22, 23], performing beyond those social

expectations can lead to greater harms such as overreliance on AI [24, 25, 26, 27], self-

disclosure of sensitive information to AI [24, 28, 27, 29], and extreme anthropomorphism

such as viewing AI as romantic partners or mental health therapists [24, 28, 27]. Managing

and accounting for people’s perceptions and expectations of AI systems performing

at various social capacities becomes a critical problem for improving user experience

and mitigating potential harms in human-AI interaction.

In human-human communication, we are able to leverage our ToM capability to ac-

tively engage in the ToM process of constantly inferring about others’ perceptions of us

through social cues embedded in their behavioral and verbal feedback. This is the ToM

process of constructing one’s theory of the other’s mind. Goffman(1978)’s seminal work

on impression management further suggests that people can not only infer others’ percep-

tions of them, but also leverage various social techniques to intentionally shape others’

perceptions of them through behavioral and verbal feedback. In social communications,

inferring one specific dimension of others’ minds— their perceptions of us— can help us

behave accordingly to match or shape others’ perceptions of us [30]. When both parties in

the communication leverage their ToM capability in this way, which I call “Mutual Theory

of Mind (MToM)”, can enable them to continuously engage in the iterative ToM process

of constructing, revising, and responding to others’ perceptions of them to maintain proper

social expectations of each other, which ensures smooth and continuous communication
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and avoids social awkwardness [30]. However, current human-AI communication has not

achieved such MToM. Without AI’s capability of recognizing human’s perceptions of AI

and provide cues to shape people’s perceptions, human’s perceptions of AI often remain

uninformed. This has left the burden of communication to the humans to figure out how

they should accurately perceive the AI’s social roles and capabilities through endless trial-

and-error [22].

Inspired by the MToM in human-human communication, this dissertation envisions

human-AI communication through the lens of MToM, where both the human and the AI

system can use their ToM-like capability to construct, recognize, and respond to how they

are interpreted by the other party, therefore resulting in accurate interpretations of each

other’s roles and capabilities. To achieve this vision of MToM, this dissertation posits

the MToM framework with the goal of guiding the research and design of MToM in

human-AI communication. The MToM framework breaks down the iterative human-AI

communication process into three analyzable stages: ToM construction, ToM recognition,

and ToM revision. Each stage demonstrates the ToM process of one party’s feedback shap-

ing the other party’s interpretation of how they are perceived. Guided by this framework,

this thesis then empirically examines human perceptions of AI systems that assumed

the social role of match-makers, aiming to offer design implications on building AI

systems’ ToM-like capability that can account for human perceptions of AI at ev-

ery MToM stage in human-AI communication. Specifically, I took a mixed-methods

approach to study the feasibility of AI’s automatic construction of human perceptions of

AI, human’s perceptions and reactions to the AI after recognizing AI’s (mis)interpretations

of humans’ personal characteristics, and the design of AI’s revision of its misinterpretations

that can shape human perceptions of AI. This thesis contextualizes MToM for human-AI

communication in the context of AI-mediated social interaction in large-scale learn-

ing environments in higher education. These AI systems are increasingly common in

large-scale learning environments to enhance students’ learning experiences. AI systems
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performing AI-mediated social interaction are often equipped with ToM-like capability to

make personalized social recommendations to students by inferring students’ mental states

(e.g., emotions [15], preferences [31]), and characteristics (e.g., personalities [32, 33]), with

the goal of improving students’ social connectedness and learning outcomes [34, 35, 36].

This makes AI-mediated social interaction in large-scale learning environment a great con-

text to study the social communications between humans and AIs equipped with ToM-like

capability.

In the rest of this chapter, I first describe in detail about the MToM framework for

human-AI communication by defining ToM in the MToM framework, outlining the three

stages of the communication process, and describing the ToM process happening at each

stage by highlighting the three critical elements involved. I then apply the MToM frame-

work to the context of AI-mediated social interaction in large-scale learning environment

to identify research questions in this space to enhance human-AI communication through

the lens of MToM. Next, I provide an overview of the thesis context of human-AI commu-

nication in large-scale learning environments. In Thesis Overview, I motivate my research

questions in this thesis, summarize my thesis studies, introduce my thesis statement, and

describe my thesis contribution. I conclude this chapter by presenting an organization of

this dissertation.

1.2 Thesis Framework

1.2.1 The Mutual Theory of Mind Framework for Human-AI Communication

Inspired by the MToM in human-human social communications, the MToM framework

(as shown in Figure 1.1) for human-AI social communication breaks down the iterative

communication process into three analyzable stages: ToM construction, ToM recognition,

and ToM revision. Given that communication is a two-way street where both parties’ in-

terpretations of each other are constantly shaped by the other’s communication feedback,

the MToM framework captures this iterative process by assigning specific roles to each
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Figure 1.1: The Mutual Theory of Mind framework breaks down the human-AI social com-
munication process into three stages: ToM construction, ToM recognition, and ToM revi-
sion. Each stage illustrates the Theory of Mind process of how one’s feedback (represented
as rectangular bubble) can shape (represented as arrow with directionality) the other’s in-
terpretation (represented as cloud bubble) of how they are perceived. This figure outlined
the MToM framework with a basic role assignment and communication order modeled af-
ter a typical human-initiated, regular turn-taking human-AI communication process.

party at every MToM stage: ToM construction refers to the process of AI’s construction of

human’s interpretation of the AI based on human feedback; ToM recognition refers to the

process of human’s recognition of AI’s interpretation of the human based on AI feedback;

and ToM revision refers to the process of the AI’s revision of its prior interpretation of the

human based on human feedback. Each stage describes the ToM process by highlighting

the interaction between the three elements: interpretation, feedback, and shaping.

Defining “Theory of Mind” in the MToM Framework. In the MToM framework, ToM

refers to the process of one’s interpretation of each other being iteratively shaped by com-

munication feedback. This is in contrast with much existing literature that have studied ToM

as a capability of making inferences about others’ mental states [9], or as a representation

of others’ mental states [37]. Inspired by impression management theory [30], such in-

terpretations during social communications are often nested, i.e., my interpretation of your

interpretation of me, and can be actively shaped by communication feedback from the other
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party. This type of nested interpretation, similar to inferences about self or the other party’s

emotions, beliefs, or knowledge, is one specific dimension of one’s mental state that can

be shaped and inferred through communication feedback, and forming a MToM in human-

AI communication. Given that mental states can be attributed to self as well as others in

the ToM process, such nested interpretations can present as “my interpretation of your in-

terpretations of me” or “my interpretation of my interpretation of you.” As illustrated by

the MToM framework, the subjects and objects of such interpretations are interchangeable

at different stages, e.g., AI’s construction of human’s interpretation vs. human’s recogni-

tion of AI’s interpretation, highlighting the iterative nature and mutual shaping process of

human-AI communication.

Three Elements of the ToM Process in Human-AI Social Communication. In human-

human social communication, one can use their ToM capability to form an interpretation

of how they are perceived by the other party based on others’ communication feedback.

This process therefore consists of three elements: interpretation, feedback, and shaping.

Throughout the human-AI social communication process, humans and AIs can each con-

struct, derive, and revise their interpretation such as how they interpret the other party’s

interpretation of them (e.g., ToM construction stage), or how they interpret their interpre-

tation of the other party (e.g., ToM revision stage) based on the other’s communication

feedback. As mentioned in the previous section, such interpretation in the MToM frame-

work are often nested to maintain proper social expectations and impressions. Feedback,

often in the form of verbal (e.g., text messages) or behavioral feedback (e.g., gestures), can

be generated with different complexities based on one’s interpretation to either match or

shape the other party’s impression of them. When both the human and the AI are equipped

with ToM-like capability to facilitate social communication, they can employ such capabil-

ity to generate feedback that can actively shape the other party’s interpretation.
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Three Stages of the MToM Framework. Through the lens of MToM, the continuous and

iterative human-AI social communication process can be broken down into three stages:

ToM construction, ToM recognition, and ToM revision. Each stage describes a ToM pro-

cess of feedback shaping interpretation. Modeled after a typical human-initiated human-AI

communication process, the first stage, ToM construction, describes the process of the hu-

man providing communication feedback to the AI, which was analyzed by the AI system

to construct human’s perceptions of the AI. In the second stage, the AI system provides

communication feedback to the human that conveys its interpretation of the human, which

could be recognized by the human. For example, humans can typically scroll through the

list of products recommended to them by the AI system and recognize the AI’s interpreta-

tions of their preferences. In the third stage, humans can provide feedback to the AI system

to improve the accuracy of the AI’s feedback. The AI can then revise its interpretation of

the human by incorporating the human feedback and introspecting on what led to the in-

accurate AI feedback in the first place. After revising its interpretation, the AI system can

communicate its revision to the human to update and shape the human’s interpretation of

the AI.

It should be noted that while the current MToM framework is modeled after a typi-

cal human-initiated human-AI communication process with regular turn-taking, the MToM

framework acknowledges that human-AI communication can take different forms and pro-

cesses and embrace variations of the framework. Depending on the specific communication

context, researchers have the flexibility of assigning different roles to each communication

party as well as varying orders of the three communication stage to study different human-

AI communication. For example, ToM construction stage can also describe the human’s

construction of AI’s interpretation of the human; the order of the human-AI communica-

tion process can also start with ToM recognition instead of ToM construction. In this thesis,

I use the MToM framework with the basic role assignment and communication order out-

lined in Figure 1.1.
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The MToM framework provides guidance on how to design towards Mutual Theory of

Mind in human-AI social communication, where both the humans and the AIs can con-

stantly infer and respond to others’ impressions of them. The MToM framework can be

applied to a variety of context where AI systems assume diverse social roles to communi-

cate with humans. This thesis specifically applies the MToM framework to the context of

AI-mediated social interaction in large-scale learning environment, where AI systems are

playing the role of social match-makers to facilitate students’ social connection process.

1.2.2 Applying the MToM Framework to AI-Mediated Social Interaction

AI systems that can mediate students’ social interaction process are often equipped with the

capability of inferring about students’ characteristics to provide personalized social recom-

mendations. In this process, the AI system takes up the role of a social match-maker to

connect students with shared hobbies, cities, interests, classes, or career goals together to

provide social support throughout the education program. In this thesis, I apply the MToM

framework to AI-mediated social interaction to empirically examine the design require-

ments of such AI system towards MToM in human-AI communication. I began by en-

visioning MToM in such human-AI social communication through an example dialogue

between a student and an AI agent during AI-mediated social interaction, as shown in Fig-

ure 1.2.

In this dialogue, the student initiates the conversation with the AI agent by asking about

the agent’s capability, while conveying uncertainty about the AI agent’s role in making the

student feel socially connected. Based on the student’s message, the AI agent can construct

the student’s perception of the AI then understand that the student might have formed un-

realistic expectations and perceptions of the agent (e.g., treating the agent as their friend).

Based on this interpretation, the AI agent should be able to respond accordingly to correct

student’s perception of the AI and provide social recommendations to the student based on
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Figure 1.2: An example AI-mediated social interaction dialogue in an online learning en-
vironment through the lens of MToM. This dialogue illustrates how the student and the AI
agent’s feedback can shape each other’s interpretations throughout the three stages: ToM
construction, ToM recognition, and ToM revision.

the student’s data that the agent has access to. From the AI’s social recommendation, the

student can recognize the AI’s interpretation of their social needs and preferences, which

might be inaccurate. In order for the AI agent to provide more accurate social recommen-

dation, the student can respond with information to enhance the AI’s interpretation of their

social preferences. The AI agent can take in the student’s feedback and revise its previously

inaccurate interpretation about the students’ social preferences. And finally, respond with

its revision of the inaccurate interpretation to the student.

As illustrated, by applying the MToM framework to the context of AI-mediated social

interaction in large-scale learning environment, I was able to envision a human-AI social

communication process where the human and the AI agent can constantly and iteratively

construct, recognize, and respond to their interpretations of each other for natural, contin-

uous, and effective human-AI communication. While humans already possess such ToM

capability to make conjectures about the AI’s interpretation of the human and respond with

feedback to correct the AI’s interpretation, AI systems still lack such ToM-like capability
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to construct human’s perceptions of the AI and respond accordingly to facilitate the in-

teraction as illustrated in Figure 1.2. To realize this vision, this thesis offers implications

on designing such AI system from a human-centered perspective by examining students’

perceptions of AI at each stage of this communication process in AI-mediated social inter-

action in the context of large-scale learning environment.

1.3 Thesis Context

Large-scale learning environments have been widely adopted by higher education in the

form of large in-person classrooms or online for-degree programs that can fulfill adult

learners’ increasing needs for lifelong learning and workforce development [38]. However,

large-scale learning environments often sacrifice individual needs for scale— in in-person

or online classrooms with hundreds or thousands of students, it is difficult for instructors to

identify individual students’ learning needs and goals; it is equally difficult for students to

collaborate, discuss, and connect with their fellow classmates [39]. To address these issues,

higher education has adopted AI systems, especially anthropomorphized AI agents, to pro-

vide students with personalized support. These AI systems are assuming diverse social roles

in the classrooms, such as teaching assistants [40], social facilitators [36], and writing part-

ners [41] to provide personalized support to individual students. To better fulfill students’

individual needs, these AI systems are being increasingly equipped with varying levels of

ToM-like capability to infer about students’ mental states such as emotions, knowledge,

needs, and goals from their digital footprints in large-scale learning environments (e.g.,

class discussion forum posts, assignments submitted). However, students’ perspectives and

interpretations of these AI systems equipped with ToM-like capabilities remain under ex-

plored. Examining students’ perceptions and interactions with these AI agents can provide

critical implications that can improve the usability and effectiveness of such AI agents to

properly respond and fulfill students’ individual educational needs and goals in the pro-

gram. These implications could also provide insights into the transferability of the MToM
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framework when applied to other human-AI communication contexts, given adult learners’

diverse AI literacy level and cultural and demographic backgrounds.

With these goals in mind, this thesis mainly examines human-AI communications be-

tween adult learners and AI agents that act as social facilitators to perform AI-mediated so-

cial interaction in large-scale learning contexts. These AI agents leverage NLP techniques

to extract information from adult learners’ digital footprint, such as their demographic in-

formation and career goals from students’ self-introductions paragraphs, typically posted

on the class discussion forum [42]. Based on information extracted, these AI agents provide

personalized social recommendations to facilitate social interactions among adult learners,

including team-matching. The ultimate vision for such AI social facilitators is that they

can make inferences about students’ career goals, academic interests, and other implicit

educational needs and goals to connect like-minded students, and therefore enhance social

presence in large-scale learning contexts [39, 43]. Much of this thesis (chapter 4, chap-

ter 6, chapter 7) examines the design of a specific AI agent named SAMI (stands for “Social

Agent Mediated Interaction”) [36] that can perform social match-making among students

based on inferences from students’ self-introductions (details about SAMI can be found

in chapter 3).

This thesis begins by taking the Online Master of Science in Computer Science (OM-

SCS) program at Georgia Tech as an exemplar to examine online adult learners’ perspec-

tives and interactions with AI agents taking social roles in the classroom in chapter 4

and chapter 5. To better fulfill students’ individual learning needs and goals, the OMSCS

program is dedicated to incorporate AI agents to support students. The program has been a

testbed for AI agents that are playing social roles like teaching assistants and social facili-

tators for quite some time [40, 44, 36]. The OMSCS program was established in 2014 and

have graduated more than 10,000 adult learners in its first 10 years. The OMSCS program

consists of students from all over the world that are eager to learn and earn a computer sci-

ence master degree. The program currently offers more than 50 computer science classes in

11



an asynchronous format, with 200-1000 students enrolled in each class. Students often take

these classes by using a combination of communication technology such as Canvas, online

class discussion forums, and Slack channels, all of which present opportunities to incorpo-

rate AI agents to enhance students’ learning experiences. Many students are attending the

program part-time while working full-time jobs (8̃7%), with an average program starting

age of 30 years old. More details about the program and student demographic can be found

in chapter 3.

Based on the findings of online students’ perspectives and communications with AI

agents in the OMSCS program, the other studies presented in chapter 6 and chapter 7

further examined the perspectives from students in large-scale learning contexts includ-

ing large in-person classrooms as well as students from more diverse study majors, i.e.,

non-STEM majors. These students were recruited either from Georgia Tech or the Prolific

crowd-sourcing platforms in the U.S.. In general, most of these students were at the under-

graduate level, with about half of the students studying in non-STEM major such as busi-

ness, nursing, psychology, etc. These students have an average age of 30±10 and ranges

between 18 to 73 years old. The details about the participant demographic and background

can be found in each study chapter, chapter 6 and chapter 7.

1.4 Thesis Overview

The goal of this thesis is to offer guidance and implications on how to design AI systems

assuming social roles that can account for human perceptions of AI to realize the vision

of Mutual Theory of Mind in human-AI communication. To achieve this goal, this thesis

proposed and applied the MToM framework to examine students’ perceptions of AI agents

assuming social roles at each stage of the MToM process in large-scale learning environ-

ment. I began this exploration by understanding students’ perspectives on designing AI

systems with ToM-like capability to perform AI-mediated social interaction by answering

this question, with the OMSCS program as an exemplar of large-scale learning context:
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Figure 1.3: Thesis overview.

RQ1. What are the design requirements of AI-mediated social interaction from online

learners’ perspectives?

I explored this question through two studies. First, I conducted semi-structured inter-

views with online learners to understand their existing challenges, needs, and practices in

building social connections remotely. Building upon the findings from this study, I con-

ducted a series of co-design workshops with online learners and distilled a set of design

guidelines that detail the desired functionalities, social characteristics, and ethical concerns

of AI agents that can perform AI-mediated social interaction in online learning. These

two studies suggested online learners’ preferences for human-like AI agents to mediate

online learners’ social interaction process through continuous communications to cater to

students’ evolving social needs and goals, as well as to alleviate the challenges in remote

social connections. However, I also uncovered potential privacy and social risks due to stu-

dents’ harmful perceptions of the AI. These two studies established the need to design AI

agents with ToM-like capability that can account for students’ perceptions of the AI during

AI-mediated social interaction.

Inspired by the MToM in human-human communications where both parties continu-
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ously construct, recognize, and revise their interpretations of each other, I proposed the MToM

framework to envision MToM in human-AI communication and outline the critical pro-

cesses and elements to achieve the vision of MToM. The rest of this thesis applies the MToM

framework in AI-mediated social interaction to gain design implications of how to de-

sign AI system’s ToM-like capability to account for human perceptions of AI throughout

each MToM stage. The first stage of MToM in human-AI communication is for the AI sys-

tem to construct students’ perceptions of the AI based on students’ communication feed-

back. This will equip the AI system with the basic ToM-like capability to monitor student’s

changing perceptions and provide communication feedback that can help the students build

a better mental model of the AI. Specifically, I examined this question:

RQ2. How can AI automatically construct students’ perceptions of AI in human-AI

communication?

Through longitudinal surveys and linguistic analysis, I established the feasibility for AI

systems to automatically construct students’ perception of the AI by analyzing the linguistic

characteristics of students’ utterances to the AI. This study also pointed out that students’

perceptions of the AI agent can fluctuate over time even when the AI agent does not have

learning capability to improve its performance over time, highlighting the importance of

continuous monitoring of student’s perceptions for the AI agent to respond accordingly.

Following the MToM framework, I then explored students’ perceptions of AI at the

ToM recognition stage. Studies from the earlier chapters identified students’ preferences

for AI agents’ social functionalities and characteristics, and surfaced some potential ethi-

cal issues stemmed from students’ various perceptions of AI agents, e.g., overtrusting AI

agents serving social purposes (chapter 4). To better understand students’ perceptions and

reactions to AI’s social behaviors, in this chapter, I examined students’ perceptions of AI af-

ter recognizing AI’s misinterpretations of students’ personal characteristics in AI-mediated

social interaction. AI systems that can profile people’s personal characteristics such as per-

sonalities [33, 45] can give people the illusion that “machines can read our minds.” [46]
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This illusion has led to various rather concerning reactions and perceptions of AI such as

attributing AI systems with beyond-human expertise at reading people’s emotions and per-

sonalities [45, 47]. However, people’s perceptions and reactions of such AI systems when

this illusion is broken in the face of AI misinterpretation have not yet been explored. Under-

standing people’s reactions and perceptions of the AI after encountering AI misinterpreta-

tions can provide critical implications for the future design and development of responsible

interventions, mitigation, and repair strategies to retain user trust, minimize harms, and pre-

vent overreliance when such AI systems inevitably err. I focus my exploration of the ToM

recognition stage by answering this question:

RQ3. What are students’ perceptions and reactions to the AI after recognizing AI’s

(mis)interpretations of them in AI-mediated social interaction?

To answer this question, I took a Wizard-of-Oz approach to fabricate intentionally

inaccurate/accurate AI interpretation of students’ personalities to elicit their perceptions

and reactions to the AI. Through semi-structured interviews and a large online survey

experiment with students, I found that students’ existing and newly acquired AI knowl-

edge plays a critical role in shaping their perceptions and reactions after encountering AI

(mis)interpretations of their characteristics. Specifically, I pinpointed three rationales that

students adopted through knowledge acquired from AI (mis)interpretations: AI works like

a machine, human, and/or magic. These rationales can determine their perceptions and re-

actions to the AI after recognizing AI’s interpretations of them. Certain rationales can lead

to dangerous perceptions and reactions to the AI, such as viewing AI as magic and blindly

trusting AI’s interpretations of their personal characteristics. Findings from this work pro-

vides a descriptive account of how people forms rationales based on their evolving AI

knowledge to navigate AI misinterpretations. This study also provides design implications

for responsible mitigation strategies that consider people’s evolving AI knowledge to re-

duce potential perception harms when AI fails.

Finally, I examined students’ perceptions of the AI during the ToM revision stage.

15



Given that AI misinterpretation is inevitable and could lead to negative student perceptions

of AI (as demonstrated in my work in the ToM recognition stage in chapter 6), designing

proper AI mitigation strategy is critical in enhancing students’ perceptions of AI. In human-

human communication breakdowns, we are able to introspect on our prior ToM process that

led to the misinterpretation while repairing our mistake, and sometimes communicate about

our introspection process to ease annoyance caused by the communication breakdown. In-

spired by this process, I propose and examine the mitigation strategy of letting AI identify,

repair, and communicate about its ToM revision by answering this question:

RQ4. How can AI’s revision of its interpretation influence students’ perceptions of AI

in AI-mediated social interaction?

To answer this question, I devised a conceptual model of an AI agent’s metacognitive

module that can take in student feedback, introspect on its prior inaccurate interpretation,

identify the cause of its misinterpretation, revise the misinterpretation in its knowledge

base, and generate revision message that consists of step-by-step description of its revision

process to provide transparency of its revision to the student. I then conducted a large-scale

3x3 vignette factorial experiment to examine the effectiveness of such revision communi-

cation of varying revision details coupled with different levels of apology sincerity by mea-

suring students’ perceptions of the AI agent. I found that mimicking human’s metacogni-

tive reasoning and communication process in revision message can make students attribute

intent, emotions and other human characteristics to the AI agent. Balancing the levels of

revision detail and the apology sincerity properly in the revision message is critical, given

that different combinations can either elicit students’ tendency to understand and forgive

AI’s misinterpretations, or students’ eerie feelings of uncanny valley of the AI agent. This

study offers concrete implications on balancing the informational and social aspects when

designing AI’s mitigation feedback to enhance student’s perceptions of the AI.
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1.4.1 Thesis Statement

My proposed theoretical framework of Mutual Theory of Mind provides a process account

for understanding and designing human-AI communications that considers human percep-

tions of AI in AI-mediated social interaction.

1.4.2 Contribution

This dissertation contributes to the fields of human-AI interaction, computer-supported co-

operative work, and responsible AI. Specifically, this dissertation makes theoretical, design,

and empirical contributions by providing: (1) A set of design implications for AI systems to

cater to students’ social needs, alleviate students’ challenges in remote social interactions,

and mitigate the potential ethical concerns and risks when performing AI-mediated social

interaction in online higher education; (2) The theoretical framework of Mutual Theory

of Mind that posits MToM as a vision for ideal human-AI social communication where

both the human and the AI can construct and respond to their interpretations of each other.

This framework provides analytical power in breaking down the envisioned human-AI so-

cial communication process into analyzable stages and provides the vocabulary to describe

the ToM process at each stage; (3) Design and development implications of AI systems that

account for human perceptions of AI throughout human-AI communication, all based on

rich empirical descriptions of the automatic construction of people’s perceptions of AI, peo-

ple’s perceptions of AI after recognizing AI misinterpretations, and the design of AI’s ToM

revision reasoning and communication that can influence people’s perceptions of AI.

1.5 Organization of the Dissertation

This dissertation is organized as follows. In chapter 2, I review relevant literature in Theory

of Mind in human-AI interaction, human-AI communication, and AI-mediated social inter-

action. I then describe the study context and the AI system in my work in chapter 3. In chap-
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ter 4, I describe two studies in understanding and designing for AI-mediated social inter-

action from online learners’ perspectives through semi-structured interviews and co-design

workshops. After investigating the design opportunities and challenges of AI-mediated so-

cial interaction, my work focuses on applying the MToM framework in AI-mediated so-

cial interaction in large-scale learning context to account for students’ perceptions of AI

throughout the human-AI communication process. Chapter 5 describes a study in explor-

ing the automatic construction of students’ perceptions of an AI agent through language

analysis in the OMSCS program. Chapter 6 describes a study in understanding students’

perceptions and reactions of AI after recognizing AI’s misinterpretations of students’ per-

sonal characteristics in AI-facilitated project team-matching in large-scale learning. Chap-

ter 7 describes a conceptual model for an AI system to revise its interpretation of the stu-

dent based on student feedback and a study that examined the design characteristics of

AI’s revision communication strategy to the student in large-scale learning. Finally, chap-

ter 8 summarizes the implications of my research for designing AI’s ToM-like capability

to account for human perceptions of AI to achieve the vision of MToM in human-AI so-

cial communication in large-scale learning context. I discussed implications of designing

human-centered AI in large-scale learning contexts, accounting for human perceptions of

AI in human-AI social communication, designing the social roles of AI systems responsi-

bly, and research opportunities in human-AI interaction through MToM beyond large-scale

learning context. Table 1.1 shows an outline of this dissertation research.
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Table 1.1: Outline of dissertation research.

Theme Study Summary Index

Human-Centered
Design of
AI-mediated
Social Interaction

Understanding the design
space of AI-mediated social
interaction in online learn-
ing [42]

Explored online learners’ current
practices, challenges, and needs in remote
social interactions. Highlighted students’
preferences for iterative communications
with AI systems that can exhibit
human-like social characteristics and
behaviors when mediating their social
interactions, which could lead to
perception harms.

chapter 4

Co-designing AI agents to
support social connected-
ness among online students
[48]

ToM Construction:
AI’s Construction of
Human’s Interpreta-
tion of the AI

Automatic construction of
students’ perceptions of a
virtual teaching assistant in
online classes [49]

Examined the longitudinal changes of stu-
dents’ perceptions of the AI agent and es-
tablished the feasibility for AI agents to au-
tomatically construct students’ perceptions
of the AI (e.g., intelligence) through lin-
guistic characteristics (e.g., verbosity) of
students’ utterances to the AI agent.

chapter 5

ToM Recognition:
Human’s Recog-
nition of AI’s
Interpretation of the
Human

Examining students’ reac-
tions and perceptions of
AI after recognizing AI
(mis)interpretations in AI-
facilitated team matching

Mixed-methods approach identified the
critical role of students’ evolving AI
knowledge in informing their three ratio-
nales about the AI’s working mechanism:
AI works like a machine, a human, and/or
magic. Some rationales can lead to harm-
ful perceptions and reactions to AI misin-
terpretations.

chapter 6

ToM Revision: AI’s
Revision of Its Inter-
pretation of the Hu-
man

Mitigating students’ percep-
tions of AI through AI’s re-
vision of its misinterpreta-
tions

Designed and examined AI’s revision of
its ToM inspired by human metacogni-
tive reasoning and communication in effec-
tively mitigating students’ perceptions of
the AI. Highlighted the importance of bal-
ancing the social and informational aspects
of AI’s revision communication to improve
students’ perceptions of AI.

chapter 7
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CHAPTER 2

RELATED WORK

This chapter summarizes the related work in three sections:

• Theory of Mind in Human-AI Interaction: I provide a brief overview of the def-

inition, theoretical perspectives, and evaluation of ToM in cognitive science. I sum-

marize relevant work on ToM in human-AI interaction in two subsections: building

and assessing AI’s ToM-like capability, and understanding people’s ToM of AI in

human-AI interaction. Most of such existing work treats ToM as an internal capabil-

ity or internal representation instead of a process to facilitate communication.

• Human-AI Communication: I discuss communication process from varying disci-

plinary perspectives including communication studies, cognitive science, and social

science. I then review existing work on human-AI communication failures and strate-

gies to mitigate human-AI communication breakdowns.

• AI-Mediated Social Interaction: I define AI-mediated social interaction and review

theories on designing technology-mediated remote social interaction. I highlight the

importance of building social connections in online learning environment and discuss

the social and ethical concerns of using AI technology in online learning.

2.1 Theory of Mind in Human-AI Interaction

2.1.1 Theory of Mind: Definition, Theory, and Evaluation

Theory of Mind (ToM) [1], our ability to infer and attribute mental states to ourselves and

others through explicit and implicit verbal and behavioral cues to make predictions about

behaviors, is fundamental to many human social behaviors including collaborative work
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and social communications [50, 2]. ToM helps us build an understanding of people’s men-

tal states (e.g., beliefs, goals, plans, knowledge, emotions), which is critical in intentional

communications, communication repairs, teaching, persuasion, and more [50, 51]. Defi-

ciency in ToM can drastically impact people’s social learning and social communication

skills, as evident in people with autism spectrum disorders [2, 52, 4, 53] and psychiatric or

neurological diseases (e.g., schizophrenia) [54, 55, 56, 57]. With extensive empirical and

neurological backup [54, 58, 59], ToM continues to be a leading area of research in cogni-

tive science, developmental psychology, psychiatry and other relevant fields [51, 60, 2, 1,

5, 61].

Over the years, scholars have proposed several theories to understand the internal pro-

cess and definition of ToM capability. Two mechanisms have been posited to understand

the process of ToM capability [62, 3]: Theory-Theory [63, 4] and Simulation-Theory [64].

According to Theory-Theory, ToM is constructed by inferring others’ mental states ratio-

nally based on common sense knowledge. emphasizing on the knowledge representation

and cognitive aspect of ToM [62, 3, 54, 55]. Simulation-Theory, on the other hand, posits

that ToM is our innate feature or capability to “empathize” or run simulations of how others

would think given certain situations and knowledge [62, 3], focusing instead on the affec-

tive aspect of ToM. While each of these two theories has gained much support, recently,

some have sought to combine the two by postulating the two subcomponents of ToM: the

cognitive ToM and the affective ToM [54]. The cognitive ToM emphasizes on the rational

aspect of cognitive understanding of others’ view, i.e., perspective-taking, whereas the af-

fective ToM focuses on the affective aspect of sharing others’ feelings, i.e., empathy [54,

64].

While the internal process of the human ToM capability remains a topic of debate,

the recursive property of ToM has been studied in both the cognitive and affective aspects

of ToM. Recursive ToM reasoning is the idea that I can not only infer about what you be-

lieve (first-order), but also infer about what you think about her beliefs (second-order). This
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recursive process often presents itself in terms of “orders”, depending on how many per-

son’s mental states are involved in this recursive reasoning process [65, 66]. Many ToM

measurements leveraged the recursive nature of ToM to assess people’s (especially chil-

dren’s) ToM capability, most prominent of which is called the false belief task [67, 65].

The original false belief task, proposed by Wimmer and Perner (1983), describes a story

of a character Maxi, who puts chocolate into a cupboard x. In his absence, Maxi’s mother

then displaced the chocolate from cupboard x to cupboard y. The question to ask the sub-

ject is where would Maxi look for the chocolate when he returns? Such false belief task,

including the classic Sally-Anne test as well as second-order false-belief task [65], all aim

at assessing the subject’s ability to have an explicit and definite representation of others’

wrong belief [67], which is a critical indication of the subjects’ ToM capability.

2.1.2 Building and Assessing AI’s ToM-like Capability in Human-AI Interaction

The fundamental role of ToM in human-human interactions has inspired researchers to

develop AI systems with ToM-like capability to facilitate human-AI interaction. Much of

this effort contributes techniques and architectures to model various aspects of humans’

mental states to facilitate human-AI interaction. For instance, recent work has sought to

generate more transparent and explainable AI behaviors by considering humans’ mental

states [20, 68, 69]. This is accomplished by building a ToM cognitive architecture for the

AI system to model possible human interpretations of AI’s motions based on the inter-

action context [70, 71, 72, 73, 74, 37]. Such ToM module can enable the AI to generate

motions that are more legible to humans [20], provide explanations that can help humans

quickly understand model’s strengths and weaknesses [68], as well as offer changes and

explanations of the robot strategy and plans [69]. Others have focused explicitly on mod-

eling humans’ knowledge states during human-AI task collaborations. This could enable

the AI system to account for irrational human behaviors [19], maximize human collabo-

rator’s knowledge of the environment [75], provide timely and necessary information to
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humans for task completion [18], and dynamically adjust AI’s own collaborative autonomy

in human-AI collaborative tasks [69].

Besides modeling humans’ cognitive ToM capability, others have also looked into mod-

eling humans’ affective ToM capability to enable AI systems’ social communication behav-

iors [76, 77, 49, 78]. Modeling and attributing humans with mental states such as commu-

nication needs [76], levels of trust [77], and joint attention [78] has shown to be effective

in improving the engagement, outcome, and perceptions of the AI system during human-

AI interaction [76, 77, 78]. Others have pointed out the potential of leveraging linguistic

cues to model people’s perceptions of AI during human-AI interactions [49]. For example,

researchers have inferred users’ emotions towards an AI agent [79], signs of conversation

breakdowns [80, 81] from communication cues. Yet whether a user’s holistic perception of

the AI could be constructed through linguistic characteristics extracted from conversations

remains unexplored.

As researchers continue to explore various types of ToM-like capability for AI system

to model humans’ mental states, assessing how people perceive such AI capability becomes

critical in designing human-centered AI systems. Prior work has shown that when AI sys-

tems exhibit behaviors enabled by ToM-like capabilities, such as perspective-taking [82],

lie detection, or playing character-guessing games, it tends to elicit people’s prosocial be-

haviors [82], increased acceptance towards AI [83], better engagement [84]. Such ToM-

enabled AI behaviors could also lead humans to perceive the AI as more trustful [85] [86,

cf.], more empathetic, and more intelligent [87, 88]. AI systems equipped with ToM-like

capability can also encourage humans use of higher-order ToM reasoning in both coopera-

tive and competitive game scenarios [89, 90, 91, 92].

2.1.3 Understanding People’s ToM of AI in Human-AI Interaction

Even at the nascent of HCI when computers were not designed with human-like appear-

ances, research has shown that people tend to attribute human characteristics and mind-
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lessly apply social heuristics such as politeness to computers [93, 94]. With advanced AI

systems exhibiting increasingly human-like social behaviors, people are attributing mental

states such as intentions, beliefs, goals, and emotions to AI systems, or as what Dennett

would call “taking the intentional stance” [95] on AI systems. Such mental state attribution

behaviors are often enabled by people’s ToM capability, as well as people’s perceptions of

the AI in human-AI interaction.

Our perceptions of the AI is a multifaceted concept that determines how we interact

with the AI systems. Prior research has explored people’s mental model of AI systems in

various settings—in a cooperative game setting, people’s mental model of AI agents could

include global behavior, knowledge distribution, and local behavior [96]; people’s percep-

tion of a recommendation agent consists of trust, credibility, and satisfaction [97]. When

AI systems exhibit ToM-like behaviors such as profiling people’s emotions [15, 98, 45] and

personality characteristics [99, 47, 32, 100], people might form inaccurate expectations and

perceptions of AI. Prior work found that most people perceived their AI-generated person-

ality profiles to be “creepily accurate” [99, 47, 32, 101]. Other studies demonstrated peo-

ple’s tendency to over-trust AI-generated personality profiles about them. Studies showed

that people felt unqualified to modify their personality profile generated by the “expert”

algorithm [47], sometimes even overriding their own personal judgments about themselves

due to the belief that the AI algorithm could identify their “hidden self” and had privileged

information about them [45].

Scholars have developed many theories to explain people’s reactions and perceptions

of AI systems [102, 103, 104, 105, 46]. Theories such as Machine Heuristic, a rule of

thumb that people believe machines are logical, objective, and emotionless, and hence

more trustworthy than humans, has been used to explain people’s tendency to over-trust

AI outcomes [106, 107, 108, 109]; the Computers Are Social Actors (CASA) paradigm

has been used to explain people’s social reactions to forgive, tolerate, and justify AI mis-

fires [105, 106]; learning science theories such as conceptual changes [110] and ontological
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shift [111, 112] have also been used to examine how people conceptualize the ontological

differences between humans and computers [46]. Together, these theories suggest people’s

increasingly blurred conceptualizations and reactions between machines and humans due

to technologies’ human-like behaviors and capabilities [46].

Other than people’s perceptions of AI, research also suggested other factors that could

influence people’s mind attribution behaviors towards AI systems. Much work has exam-

ined children’s mind attribution behaviors towards social robots and found that parental

view on social robots [113], children’s age [114], and children’s ToM capability [115] could

all influence whether children attribute minds to the AI systems. Other scholars have found

that people with limited folk theories about the data source, data scope, and personalization

of the AI algorithm tend to dismiss AI’s personality inferences as less threatening [32].

AI’s appearances and behaviors can also influence people’s mind attribution behaviors

to the AI systems. Prior work suggested that AI agents’ humanlike physical appearances

could elicit people’s mind attribution behavior, leading people to perceive the AI as more

humanlike, more sociable, and more amicable [116, 117, 118]. Others added that if the AI

agents’ physical appearances are not strongly similar to humans, then it might not able to

gain attribution of mental functions given that they are perceived as different entities [119].

Besides physical appearance, AI agents’ social behaviors can also influence people’s mind

attribution behaviors. Prior work has shown that AI agents’ gaze [120, 121, 118, 122] [123,

cf.], gestures [122, 120], emotions [121, 124], language cues [120] and proxemic behav-

iors such as physical proximity to humans [123] can elicit cognitive (e.g., intelligence,

competence) and affective (e.g., emotion, empathy) mind attributions [124, 123, 121, 118,

120]. Shank et al.[2019], through an extensive qualitative studies of people’s self-reported

personal encounters with perceiving minds in AI, have summarized that people’s mind per-

ceptions are often related to their expectations of AI’s abilities [120], whether AIs inhabit

social roles, and AI’s physical and behavioral anthropomorphic qualities [125].

People’s mind attribution behaviors to AI can also influence human-AI interaction out-
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comes. While children’s mind perception of AI doesn’t seem to affect their behaviors when

interacting with social robots [126, 127], adults with more developed ToM capability could

behave differently. For example, lack of mind perception of AI could enable people to ex-

ploit AI agent’s perceived lack of ToM in competitive games [128]; yet perceiving mind

in an AI agent could improve human performance on tasks even when the AI agent only

acted as an observer [129]. Mind attribution to AI agents could also influence how peo-

ple view the effectiveness of AI’s repair strategies during mistakes: study has shown that

apologies and denials in AI’s repair strategy are more effective when people attribute more

consciousness to the AI agent [130].

2.2 Human-AI Communication

2.2.1 Theoretical Perspectives of Communication

Communication is commonly defined as “the process of transmitting information and com-

mon understanding from one person to another.” [131] Scholars across disciplines have

offered different perspectives to study and enhance communication.

In communication studies, researchers have focused on the different components at play

during the communication process. The classic Shannon-Weaver model of communica-

tion [132] outlines several key components during the communication process [131]: sender

who initiates the communication process by sending messages encoded using symbols, ges-

tures, words, or sentences through a chosen channel to the receiver. While the message is

transmitting through the channel, there could be noises that could distort the message. After

receiving the message from the sender, the receiver will decode the message into meaning-

ful information, depending on how the receiver interprets the message. Finally, the receiver

will provide feedback as a response to the sender. These key components determine the

quality and effectiveness of the communication.

The Cognitive Science perspective of communication highlights the critical role of

ToM [1]. ToM enables us to make suppositions of other’s minds through verbal and be-
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havioral cues, acting as the foundation of human-human communication [50, 2]. From this

perspective, both interlocutors during communication can form interpretations of what’s on

the other interlocutor’s mind based on the implicit and explicit communication cues. For

example, we can often infer the interlocutors’ goals, plans, or preferences based on what

they said, their facial expressions, or their bodily expressions [1, 50]. Based on that inter-

pretation we formed about the other’s mind, we will act accordingly to correct, explain, or

persuade. This cycle of building an interpretation of other’s minds and then act upon that

interpretation continues iteratively throughout the communication process. Inferring about

each other’s minds through behavioral cues, according to this perspective, is therefore cru-

cial to a smooth and successful communication.

Communication process can also be interpreted from the social science perspective

through impression management [30]. In his seminal work, Goffman describes social inter-

action as an information game between individuals and their audience to maintain the “ve-

neer of consensus” to keep the conversation going and to avoid awkwardness. During social

interactions, the audience usually try to gather as much information as they could about the

individuals they interact with in order to elicit a desirable response from the individual;

whereas individuals put up performances through two kinds of expressions—– expressions

that are intentionally performed to leave a certain impression (expression given) or ex-

pressions that are unintentionally given off that could influence the audience’s impressions

of them (expression given off)—– to manage impressions [30]. Throughout interactions,

each party conveys their definition of the situation through communications: individuals by

expressions and audience by reactions to the individuals.

2.2.2 Communication Breakdowns in Human-AI Communication

Communication breakdowns happen frequently during human-human communication due

to various factors. Lunenburg (2010) suggested six types of communication barriers that

could be present based on the six components of Shannon (1948)’s communication model:
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sender barrier (e.g., failure in initiating communication), encoding barrier (e.g., language

barriers), medium barrier (e.g., not familiar with the communication medium), decoding

barrier (e.g., lack of knowledge in popular slang), receiver barrier (e.g., not paying atten-

tion to the conversation), feedback barrier (e.g., failure to respond to a comment) [131].

While these barriers in information transmission during communications could lead to

breakdowns, the social aspect of communication also plays a crucial part in a success-

ful communication. Research has found that deficit in social cognition, such as the lack

of ToM, could explain people’s inability to recognize and recover from communicative

failures [57]; mismatch in communication behaviors could also cause confusions and frus-

trations that lead to communication breakdowns in human-human communications [30].

Human-AI communication research has also offered several taxonomies on commu-

nication breakdowns and shed light on the reasons behind these communication break-

downs. Paek (2003) created a taxonomy of communication errors that spans across fields

in human-human and human-AI communication by detailing four levels of coordination

for grounding mutual understanding in communications: channel level (attempt to open a

communication), signal level (understanding what behavior is intended as signal), inten-

tional level (understanding semantics of the signals), and conversation level (in which a

response is generated) [133, 134]. Building upon this taxonomy, Hong et al. (2021) created

a taxonomy of natural language failures for each level: attention (channel level), perception

(signal level), understanding (intention level), and response generation (conversation level).

In human-robot interaction literature, Honig and Oron-Gilad (2018) categorized robot fail-

ures broadly into technical failures and social failures. Technical failures in human-AI com-

munication often includes cases such as the AI agent unable to perform certain action or

speech [135, 136, 137] or the AI system incorrectly interprets user input [22, 135, 138].

Social failures in AI systems usually include the AI system unable to interpret user’s in-

tent [138, 139, 140] or failed at setting appropriate user expectations [141, 138, 22].
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2.2.3 Repairing Communication Breakdowns in Human-AI Communication

Prior research has offered different types of repair strategies that users tend to employ when

attempting to repair communication breakdowns in human-AI communications. Some work

focuses on repair strategies that users employ in an attempt to fix communication break-

downs with conversational agents: research found that users tend to change their utterances

through hyperarticulation (e.g., speaks louder and/or slower towards the chatbot) [142,

140], simplification of language [142], message reformulation [139, 140], restarting or rep-

etition [142, 140] or quitting [140, 139].

To mitigate the negative consequences of AI mistakes in human-AI communications,

researchers have looked into various recovery strategies for AI systems to repair its rela-

tionship with the users [135, 143, 144, 145]. These AI recovery strategies can be roughly

categorized into: Confirmation or acknowledgement of the failure, providing information

such as explanations to elucidate the situation, integrating human-like social characteristics

such as apology, disclosure of AI’s limitations and capabilities, repairing the mistakes, ask-

ing for clarifications from the user, or delegate to human assistance [143, 144, 145]. Based

on these mitigation strategies, existing work has designed and examined various strategies’

effectiveness through measuring user perceptions of the AI systems after they erred [146,

147, 148, e.g.]. However, these mitigation strategies are often studied independently in

human-AI communications [149] despite the demonstrated potential of repairing commu-

nication breakdowns by combining several mitigation strategies together [150, 149].

One particular mitigation strategy that has gained popularity is explainable AI. Among

the eight repair strategies that [22] suggested, three of them are dedicated to help users

understand the AI system’s working mechanism better by highlighting the keywords that

the AI system extracted or provide explanations to specific words [22]. However, empirical

studies have suggested that common explanation strategies were not as effective as expected

given that the explanations did not take into account people’s domain expertise [151] and

AI knowledge such as intuitions and beliefs [152]. This has sparked the area of human-
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centered explainable AI [153, 154, 155] that aims at presenting explanations relative to

people’s knowledge, capabilities, and beliefs.

2.3 AI-Mediated Social Interaction

2.3.1 AI-Mediated Communication and Social Matching Systems

AI-mediated social interaction is at the intersection of two CSCW sub-fields: AI-Mediated

Communication (AI-MC) [156] and social matching systems [31]. AI-MC is defined as

“mediated communication between people in which a computational agent operates on

behalf of a communicator by modifying, augmenting, or generating messages to accom-

plish communication or interpersonal goals [156].” Existing work in AI-MC has focused

on AI-augmented text communication such as smart replies [157, 158, 156] and offered

valuable insights into the social and ethical challenges of AI-MC. Several research has

found that AI-MC in text communication can influence interpersonal dynamics such as

perceived trustworthiness [159] as well as users’ perceived agency and responsibility in

the communication process [157]. AI-MC could even undermine the social attraction be-

tween two human communicators due to positivity bias [158]. The issue of user agency

has been frequently brought up in recent literature [103, 156]. Researchers share the con-

cern of AI-MC usurping user agency instead of augmenting it [103, 156, 160] due to the

high level of proactivity that current AI-MC systems are designed [103, 160]— sometimes

humans are left out of the decision-making progress completely (e.g., auto-correct). To re-

solve the issue with user agency, anthropomorphic AI systems such as social robots and

conversational agents have been suggested to help users gain a sense of agency since the

interactions with anthropomorphic AI systems heavily depend on user responses to take

further actions [103]. In a recent review of AI-MC research, Hancock et al. also point out

the social and ethical implications of AI-MC such as the potential issues of using AI sys-

tems to dictate and enforce a certain communication style, as well as concerns surrounding

disclosure and transparency of AI-MC [156].
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While AI-MC can be incorporated into a variety of technologies across contexts, I en-

vision a possible scenario of integrating AI-MC into social matching systems due to the

inherent social nature of communications. A social matching system is a particular type

of recommender systems that aims at providing recommendations of people that might be

of interest for someone to connect with [31, 161]. Social matching systems, while promi-

nently used in the online dating context [162], have also been employed to rediscover old

friends on social networks [163, 164], link job-seekers with potential employees [165] and

connect academic researchers to local community collaborators [166]. Social matching sys-

tems thus offer a new way for individuals to build their social capital [161, 167], satisfy

people’s needs to socialize [31, 168], offer opportunities for chance encounters [169, 161,

170], and potentially reduce human biases during the matching process [165].

Social matching systems have been traditionally evaluated through accuracy and effi-

ciency [171], however, there have been growing calls for human-in-the-loop evaluation and

assessment [171, 172, 31, 165]. Terveen and McDonald urge future research in human-

centered social matching systems to explore the need for transparency in systems’ decision-

making process as well as the balance between match accuracy and user privacy. These

concerns are also echoed by other relevant literature, calling future research to explore

explainability and user privacy in social matching systems from a user-centered perspec-

tive [171, 172]. While the basic functionality of social matching system is often to recom-

mend people with commonalities, researchers have pointed out the potential ethical con-

sequences of creating echo chambers and polarization in the community by reinforcing

people’s similarity-seeking behaviors [165].

With the advancement of natural language processing and recommendation algorithms,

AI-mediated social interaction that combines the features of AI-MC and social matching

systems could present new design challenges and opportunities. However, we currently

don’t have a clear understanding of user’s perspective on the design and ethical implications

of AI-mediated social interaction— the intimate nature of social matching combined with
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the intrusiveness of AI-augmented social profile could raise more ethical concerns than

either AI-MC or social matching systems.

2.3.2 Technology-Mediated Remote Social Interaction: Theories and Design

Decades of CSCW research has produced many prominent theoretical frameworks to guide

the design of technologies in supporting remote interactions, which is at the core of CSCW

research. Among these theoretical frameworks, Ackerman (2000)’s social-technical gap [173]

and Erickson and Kellogg (2000)’s social translucence [174] both draw inspirations from

in-person interactions to design technology that can support remote interactions.

Ackerman (2000) defines social-technical gap as “the great divide between what we

know we must support socially and what we can support technically [173].” In his seminal

work, Ackerman (2000) points out that when technology mediates remote interactions, they

are often designed to be rigid, reductionist, and do not allow sufficient ambiguity compared

to in-person interactions [173]. Much research has since adopted this framework to identify

the social-technical gap in a variety of contexts such as health tracking [175], collaboration

among telesurgery teams [176], online collaborative consumption [177], and many more.

While the notion of social-technical gap typically acts as a general guide and call-to-

action for CSCW research to bridge this gap between social and technical requirements, Er-

ickson and Kellogg (2000) go a step further and outline detailed principles on designing

towards socially translucent systems to support natural online interactions [174]. Specifi-

cally, Erickson and Kellogg (2000) propose that socially translucent systems should have

three characteristics: visibility, awareness, and accountability. Visibility refers to system’s

ability of making social information more visible; Awareness refers to people’s ability to

know each others’ existence; Accountability refers to system’s ability to hold people ac-

countable for their behavior by generating and enforcing social rules. Erickson and Kellogg

(2000) believe that these three characteristics allow people to observe, imitate, aware, and

interact with others socially in in-person context, and thus building socially translucent sys-
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tem is a fundamental requirement for people to carry out normal interactions online [174].

Much research has explored the design and implementation of social translucence in

technology-mediated interactions across a variety of contexts. The most common imple-

mentations of social translucence is through building social proxy [174] and collective

awareness [178]. Building social proxy to implement social translucence was first described

in the original Erickson and Kellogg (2000) paper, in which they present a design of the

“Babble” system that demonstrates user presence and activities through a simple graphical

representation. Social proxy is later integrated into system architectures used to support

Wikipedia knowledge workers [179]. Collective awareness is also a crucial design factor

in socially translucent systems [178, 180]. Prior research has posited methods to support

collective awareness through creating common repository to generate mutual understand-

ing for members of globally distributed teams [181] and conducting synchronous coding

sessions for learner engagement [182].

However, despite their prominent roles in guiding the design of technology-mediated

interactions, to our knowledge, these two theoretical guidelines have not been empirically

examined for guiding the design of AI systems that can facilitate social interaction among

online learners. It remains unclear of whether and how AI-mediated social interaction could

fulfill the requirements of social-technical gap and social translucence in online learning

context.

2.3.3 Social Interaction in Online Learning Environment

Building strong social ties among online learners has long been recognized as a crucial

factor to improve students’ satisfaction [183, 184, 185], reduce dropout rates [186], and

stimulate intellectual exchange by providing a safe atmosphere [187, 185]. However, online

learners frequently report feeling socially isolated [35, 34, 43]. With the increasing demand

of online learning in higher education, much research has offered strategies that could help

improve online learners’ social presence and sense of social belonging in online learning
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environments [188, 15]. Most of these strategies center around what the instructors could

do (e.g., share personal stories, use humor and emoticons), what the students could do (e.g.,

contribute to discussion boards), and how the course design should be changed (e.g., limit

class size, structure collaborative learning activities ) in order to foster social presence for

online learners [188, 189, 190]. Despite the increasing call for research on building and

designing technologies to address this issue in the online learning environment, we have

seen very few technical systems that explicitly focus on helping online learners build social

connections.

One of the reasons behind this lack of existing technologies to help online learners

build social connections is the tendency to restrict social interactions to academic tasks that

are often learning-oriented, in which social interaction is often only in service of obtaining

desirable learning outcomes [191]. For example, online learners reported that working on

group projects together helped them get to know other students on a more personal level

and discover affinities [43]. However, these relationships are often ephemeral and don’t

usually last beyond group projects— once the common educational goal of completing a

group assignment is gone, online learners often go their separate ways [43]. This pitfall is

also reflected in the design of CSCW technologies intended for online learners, the majority

of which aims at facilitating online learners’ cognitive learning processes, such as tools to

facilitate peer discussions [192], encourage help-seeking in online discussion forums [193],

crowd-edit lecture videos [194], and facilitate student teamwork [195].

For the HCI and CSCW communities, research that aims at examining how technolo-

gies can be designed to foster social connections among online learners is only at its nascent

stage. A few initial studies have tried to understand how online learners currently build so-

cial connections through extensive interviews [43] or short surveys [35]. These studies

found that online learners form lightweight social connections through the discovery of

shared identity [43, 196, 35], commonalities among online learners such as location in

the same city, in either the self-introduction thread or through working on the same group
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projects [43, 35]. Class-oriented activities such as group projects seem to be one of the few

opportunities for online learners to interact closely with each other and identify affinities,

with few students building relationships that last beyond the class [43, 35]. However, there

is a lack of systematic and in-depth investigation into the design of technologies that could

cater to online learners’ existing difficulties in social interactions and help facilitate their

social interaction process.

2.3.4 Social and Ethical Concerns of AI in Online Learning

AI technology is no stranger in online learning contexts— growing and prominent fields

such as Learning Analytics and Educational Data Mining have successfully collected and

analyzed online learners’ digital footprints with the purpose of understanding and enhanc-

ing students’ learning outcomes and environments [197, 198]. With all the learning activ-

ities happening on digital platforms in online learning, much of students’ data are read-

ily available— researchers have been able to collect online learners’ online behavioral

data such as clickstream data [199, 200, 201], educational records [202, 203], demograph-

ics [204, 205], online discussion posts [206, 207, 208], even facial expressions and physi-

ological data [15, 201] in order to analyze and enhance students’ learning process. Based

on these data, researchers were able to predict online students’ learning performance [198],

provide decision support for teachers and learners [209, 15, 198], detect students’ behav-

ioral patterns for learner modeling [198, 202], as well as predicting and identifying online

students who are about to drop out [206, 198].

While there are many benefits in using AI technology to gain insights into and advance

online students’ learning, ethical concerns have been raised regarding the large-scale of

data collection, monitoring, and analytics on students’ data through AI [210, 15, 211]. Pri-

vacy is among the top ethical concerns given most online students are probably not aware

of the extent their data is being collected and analyzed [210]. Since most of the student data

are automatically recorded by the online learning platforms, students have limited freedom
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in controlling what data gets collected [210, 212]. Even if students were given control over

sharing of their data, prior research suggests that for students, the perceived benefit of im-

proving their learning outcomes often outweigh the cost of sacrificing their data [210].

Combining this cost-benefit analysis with students’ high levels of trust in giving their data

to schools [15, 211], researchers have cast doubt on commonly proposed solutions to pro-

tect students’ privacy such as informed consent and terms and conditions [210].

Besides privacy concerns, scholars have also brought up issues with the interpretation

and validity of learning analytics results [210]. Learning analytics researchers have ad-

mitted that we often don’t have all the necessary data to provide valid interpretation of

students’ learning behavior [210, 213]. Another issue is the transient nature of students’

identities, which renders the inferences made by AI technology frequently outdated and

invalid [210]. Misinterpretation of students’ learning analytics data often result in misdi-

rected learning intervention which counters the goal of enhancing students’ learning expe-

riences [210].

I note that almost all of these concerns regarding the use of AI in online learning cen-

ter around data collection and analysis with the purpose of improving students’ learning.

When students’ data are being collected and analyzed by AI technology for social pur-

poses, a different set of ethical and social concerns could surface. For example, prior social

media research has shown that people carefully manage their social images online [214,

215] and more scrutiny is required when making social and emotional inferences based

on people’s online footprints [216]. Additional concerns could also be raised when the

AI system deployed are AI agents that often more capable of eliciting more private and

sensitive personal information (e.g., credit card information [102]) from the users during

interactions [217, 102, 218].
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CHAPTER 3

STUDY CONTEXT & AI SYSTEM

As higher education continues to scale up to meet adult learners’ needs to upskill and

reskill for career developments [38], more and more adult learners are experiencing social

isolation due to the lack of face-to-face and spontaneous social encounters [43, 34]. While

instructors have devoted efforts to encourage social interactions among students such as as-

signing group projects or organizing class discussions [191], adult learners are only able to

form ephemeral connections that don’t usually last beyond group projects [43]. Considering

adult learners’ education goals of career development and transitions while juggling addi-

tional responsibilities from their full-time jobs and families, such class-based ephemeral

connections often fall short of supporting online learners’ needs throughout the program,

leading to high drop out rates and low satisfactions [38, 185, 184, 186]. However, large-

scale learning environments also provides an opportunity for AI systems to promote social

interactions based on adult learners’ needs by inferring their identities and goals through

the massive amount of student data scattered around the online discussion forums and class

group chats. This makes large-scale learning environments a promising application context

for AI-mediated social interaction.

This thesis examines MToM in AI-mediated social interaction in the context of large-

scale learning contexts in higher education. While this thesis in its entirety examines stu-

dents’ perceptions and perspectives of AI in large-scale learning contexts including large

in-person classrooms and online learning, much of the initial studies in this thesis, specifi-

cally chapter 4 and chapter 5, were conducted in the context of online for-degree education

programs, specifically the Online Master of Science in Computer Science Program (OM-

SCS) at Georgia Tech. To gather concrete design implications for AI-mediated social in-

teraction, I also introduced, designed, and deployed the AI agent SAMI (stands for “Social
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Agent Mediated Interaction”) in several studies in this thesis to elicit students’ reactions

and perceptions of AI systems mediating their social interactions.

In this section, I provide an overview of the OMSCS program, including the program’s

brief history, the student demographics and background, as well as a description of the AI

agent SAMI for AI-mediated social interaction.

3.1 The OMSCS Program as An Exemplar of Large-Scale Learning Context

As of Fall 2021, the OMSCS program1 offered through Georgia Institute of Technology had

more than 11,000 students enrolled, with around 38% international students coming from

100+ countries all over the world. The program consisted of 20% women and 11.4% under

represented minorities. The size of each class varies from 200-1000 students per class. The

average age of a student starting at this online program was 30.

Many students enrolled in this program were working through their degree part-time

while working full-time jobs (87%). Students’ goal of enrolling in this program consists

of career advancement (74%) and career transition (38%) with 33% seeking community of

peers. Many students in the program did not have a computer science degree (around 70%

of the students do not have an undergraduate degree in computer science) but have some

level of programming experience.

Students in this program used a variety of communication tools, but mostly through on-

line class discussion forums and the program’s Slack channels, initially started by students

themselves. To facilitate students’ social interactions, the instructor of the classes often

started self-introduction threads on the class discussion forum and encouraged students to

introduce themselves on the discussion thread. Students typically included the following

information in their self-introduction posts: locations (city, state, country), previous and

current jobs, previous and current classes they have taken, hobbies, program goals.

1For more details about the OMSCS program see: https://omscs.gatech.edu
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Figure 3.1: An example interaction between student and SAMI. Names in this interaction
are pseudonyms.

3.2 AI Agent SAMI for AI-Mediated Social Interaction

SAMI [36] is an AI agent designed to facilitate social interactions among online learn-

ers. SAMI performs AI-mediated social interaction through extracting and analyzing the

entities embedded in students’ self-introduction posts posts (e.g., interests, hobbies, loca-

tions, etc.) on the discussion forum, then reaches out to the student who opted in to use

SAMI and provide personalized social recommendation. Over the years, SAMI’s devel-

opment team has tried different methods of connecting students together by composing a

social recommendation that listed students’ initials, commonalities, link to the students’

original self-introduction post, or by inviting students with similarities into private groups

on the discussion forum. Figure 3.1 shows an example of the interaction between SAMI

and the student.
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Figure 3.2: SAMI’s most recent architecture with ChatGPT integration as of summer 2024.
Figure taken from Kakar et al. (2024).

To perform AI-mediated social interaction, SAMI was designed with five modules: (1)

a module that hosts the class discussion forum API; (2) a natural language processing

module that uses Named Entity Recognition to extract relevant entity information from

students’ self-introduction posts; (3) a knowledge base module that stores all the relevant

entities for each student; (4) a matchmaking module that finds social matches for the student

based on their shared identity in the knowledge base; and (5) a response generation module

that composes and generates the social recommendation to each student. Figure 3.2 shows

the detailed and updated SAMI architecture as of Summer 2024. More detailed SAMI

functionalities, architecture, evaluation, and design can be found in Kakar et al. (2024).

From the lens of MToM, SAMI’s AI-mediated social interaction process can be inter-

preted as SAMI makes inferences about the students’ profile information, forms interpreta-

tions of each student and stores these interpretations in the graph knowledge base, and then

generate a communication feedback reflecting SAMI’s interpretation of the student. Fig-

ure 3.3 shows parts of SAMI’s graph knowledge base, which is SAMI’s ToM representation

that consists of its interpretations of the students.
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Figure 3.3: A snippet of SAMI’s graph database (SAMI’s interpretations of the students),
taken from Kakar et al. (2024).
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CHAPTER 4

HUMAN-CENTERED DESIGN OF AI-MEDIATED SOCIAL INTERACTION

This chapter examines the human-centered design of AI-mediated social interaction in the

context of online learning as an exemplar of large-scale learning environments.

Figure 4.1: Chapter 4 investigates the human-centered design of AI-mediated social inter-
action.

Online education has become a common application context for AI systems to leverage

student data to enhance students’ learning experiences [38]. However, most of these AI

systems are designed to improve teachers’ teaching presence and students’ cognitive pres-

ence during learning, with little dedicated to enhance the significant lack of social presence

in large-scale online learning context [39, 38, 15]. Social presence, like teaching presence

and cognitive presence, is a critical part of online learners’ learning experiences [39]. Lack

of social presence and social belongingness can lead to negative learning experiences and

social isolation for learners in online learning context [39, 43]. From a human-centered per-

spective, I seek to design AI systems that are useful, usable, and ethical [219] in mediating

students’ social interactions to enhance online learners’ social presence. To do this, it is
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critical to understand online students’ existing practices, difficulties, and needs in remote

social interaction for the AI system to be useful; to empower and engage online learners in

the design process to derive design implications for specific AI tools for the AI system to

be usable; and to investigate the potential ethical and social concerns online students might

have about AI systems for it to be ethical. Following this approach, this chapter examines

this research question:

RQ1. What are the design requirements of AI-mediated social interaction from online

learners’ perspectives?

To answer this question, this chapter presents two qualitative studies conducted with

online students at Georgia Tech’s OMSCS program. In the first study (section 4.1), I con-

ducted semi-structured interviews with online students to understand their existing prac-

tices, challenges, and needs in building remote social connections, following the deploy-

ment of SAMI at the OMSCS program. I identified design opportunities and challenges for

human-like AI systems to mitigate online learners’ existing social challenges and cater to

their social needs through AI-mediated social interaction. Building upon findings from the

first study, the second study (section 4.2) sought to pinpoint specific design implications

for human-like AI systems by including online learners as active participants in a series

of co-design workshops. Through these workshops, I derived specific design implications

for human-like AI agents’ functionalities, social characteristics, and ethical concerns when

mediating online learners’ social interactions. These two studies highlighted the potential

for human-like AI systems such as AI agents to mitigate students’ social challenges in on-

line learning, and established the need to design AI systems that can account for students’

perceptions of the AI to prevent harms in AI-mediated social interaction.
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4.1 Understanding the Design Space of AI-Mediated Social Interaction in Online

Learning

4.1.1 Introduction

AI-mediated social interaction is a CSCW sub-field that sits at the intersection of AI-

Mediated Communication (AI-MC) [156] and social matching systems [31]. While existing

work has examined the design, ethical and social challenges of AI-MC, social matching

systems, and CSCW technology [165, 157, 156, 31, 173, 174], the design opportunities

and challenges of AI-mediated social interaction remain largely unexplored. For instance,

several classical CSCW theoretical frameworks point out the importance of designing tech-

nologies to bridge the social-technical gap [173] and bringing social translucence [174] in

online interactions, yet whether and how AI-mediated social interaction could fulfill these

requirements remain unknown. AI-MC and social matching literature suggest several ethi-

cal and social challenges such as privacy [31], agency [165, 156, 157, 103], trust [157, 156],

and transparency [156, 31, 103]. Situated at the intersection of AI-MC and social match-

ing, AI-mediated social interaction could raise more challenges by using AI to enhance an

already personal process of building social connections. Before AI-mediated social inter-

action becomes more prevalent, it is critical to examine and consolidate its design space

through understanding its challenges and opportunities.

With the rapid advancement of AI, AI-mediated social interaction will soon be utilized

not only to help people find social partners but also to create and facilitate social cohesion

within online communities. One potential application as such is the use of AI-mediated

social interaction in the context of online education, where fostering social connections

is not only paramount to learners’ success but also urgently needed to improve learners’

online learning experience [187, 220]. Strong social ties among online learners are crucial

to improving students’ satisfaction [184, 185], reducing dropout rates [186], and stimulat-

ing intellectual exchange [187, 185]. Conceptual frameworks of online learning such as
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Community of Inquiry consider students’ social presence as an integral part of successful

online learning [39, 220, 221]. However, it remains unclear what difficulties online learners

actually encounter during their social interactions in online learning, which makes it chal-

lenging to design AI-mediated social interaction that could cater to students’ difficulties

and needs.

The present work seeks to understand the design space of AI-mediated social interaction

in the context of online learning. With this goal in mind, I take a human-centered approach

to first understand the perceived difficulties online learners face in remote social interaction,

then explore the challenges and opportunities in designing human-centered AI-mediated

social interaction. Specifically, I explore three research questions:

RQ 1.1: What difficulties do online learners encounter in remote social interaction?

RQ 1.2: How can we design AI-mediated social interaction to resolve online learners’

difficulties in remote social interaction?

RQ 1.3: What are the ethical and social challenges in designing AI-mediated social

interaction in an online learning environment?

To examine these research questions, I conducted a qualitative study in the OMSCS

program at Georgia Tech. I deployed SAMI in three online class discussion forums to help

match students based on specific commonalities. I used SAMI as a probe to elicit design

feedback from students based on their real experience with AI-mediated social interaction.

I then conducted semi-structured interviews with 26 online students who had interacted

with SAMI to understand their difficulties in remote social interactions as well as their

experience and feedback on SAMI.

Through these interviews, I identify online learners’ difficulties in building remote

social connections, specifically, the lack of social translucence and the existing social-

technical gap in current online learning platforms. Findings reveal how SAMI augmented

social translucence in an online learning environment yet did not fully close the social-
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technical gap. I also identify several ethical and social challenges students had about SAMI,

including user privacy and agency. Building upon these findings, I discuss how to design

AI-mediated social interaction to resolve online learners’ difficulties in remote social inter-

actions. Based on students’ perceived concerns about SAMI, I highlight the design tension

between AI performance and ethical design in AI-mediated social interaction. I then discuss

the design opportunities of AI-mediated social interaction in building human-AI collabo-

rative social matching and creating artificial serendipity to mitigate potential ethical and

social challenges.

4.1.2 SAMI Versions and Functionalities in This Study

In this study, I deployed SAMI in three online class discussion forums to help match stu-

dents based on specific commonalities. I used SAMI as a probe to elicit design feedback

from students based on their real experience with AI-mediated social interaction. I chose to

use an AI agent as the AI system to mediate social interaction among online learners due

to AI agents’ prior success in providing informational, emotional and social support within

online communities [49, 40, 222, 223]. In this study, SAMI was designed to run on the class

discussion forums, where online learners usually conduct class-related discussions and post

self-introductions at the beginning of the semester. On the discussion forum, students can

post questions and answers freely in an asynchronous format. Instructors can also make

announcements and answer students’ questions on the forum. The layout of the discussion

forum is similar to typical online forums, where all the posts are organized chronologically

on the left side of the screen, with pinned posts and the newest posts at the top. People

with instructor access can appoint students into private groups in the form of a post thread

where students in the group can communicate freely. The private groups and the posts in

each group are only visible to group members. The groups appear on the left side of the

screen along with all the other class discussion threads. For the purpose of this study, SAMI

was granted instructor access to put students into different private social groups.
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In this study, onely one version of SAMI (SAMI 2) was deployed and I presented three

different versions of SAMI to participants in the interview to better prompt for students’

preferences of AI systems that can mediate their social interaction process. Specifically, I

presented the previous version of SAMI (SAMI 1), the current version of SAMI (SAMI

2), and a future version I envisioned (SAMI 3). Table 4.1 described the functionalities

and example interactions of the three versions of SAMI. While all versions of SAMI can

extract useful information through the textual data on the class discussion forum to per-

form matches between students, there are some notable differences that I want to highlight

here. SAMI 1 only provides a list of students with commonalities to each individual stu-

dent while SAMI 2 and SAMI 3 directly put students into groups. SAMI 2 also posts ice-

breakers in the group to help students start the conversations. SAMI 1 posts and updates a

running thread that summarizes class demographics while SAMI 2 only provides a short

summary that is related to individual student’s profile. SAMI 1 and SAMI 2 are restricted

to collecting information from students’ self-introduction posts while SAMI 3 can collect

and infer information from all the posts online students share on the class discussion forum.

Figure 4.2: An example of the groups SAMI 2 created to help connect online students.
Note that this screenshot reflects the view from SAMI’s account. Students can only see the
groups that they are a part of. SAMI 2 also posts ice-breaker questions in the group, as
shown in the figure, to help online students start the conversation.
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4.1.3 Data Collection

To understand online students’ difficulties in building social connections with others and

understand the design space for AI-mediated social interaction, I conducted 26 semi-structured

interviews with online students enrolled in the three online classes where SAMI 2 was de-

ployed. A detailed breakdown of the interview participants’ information is shown in Ta-

ble 4.2. Participants were recruited through purposeful sampling [224]. I first identified

students who indicated their willingness to participate in the interview study through re-

cruitment questions inserted in the standard class survey at the beginning of the semester.

During the initial stage of recruitment, I randomly picked a batch of potential participants

and sent them email invitations to participate in our study. As I interviewed more students,

I then purposefully invited students of certain gender or seniority in the program to ensure

I obtain perspectives of a diverse set of students.

The interviews focused on understanding online learners’ difficulties in building social

connections with other online students in the program (the full interview protocol can be

found in Appendix A). I also discussed students’ experiences with SAMI 2 to gain design

implications on building AI systems that can help facilitate online learners’ social interac-

tion process. During each interview, I started out by understanding online learners’ experi-

ences in the online program, which included their goals in enrolling in the online program,

their general experiences in the program, and their study routine. Next I asked about online

learners’ current experience in building connections with other students, specifically what

kind of interactions they have had, their preferred types of interactions, and the difficulties

they have encountered in building online social connections. Finally, I asked about online

learners’ experiences with SAMI and their feedback on the AI agent. To help participants

better articulate their preferences, I presented three versions of SAMI (listed in Table 4.1)

and asked about their likes, dislikes, and potential concerns for each version of SAMI.

All the interviews took place virtually after SAMI was active on the discussion forum

for at least six weeks. The interviews lasted from 47 minutes to 95 minutes, with an average
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length of 64 minutes. All the interviews were audio-recorded and later transcribed.

Three researchers analyzed the interview transcripts through open-coding [225]. We

conducted three iterations of coding and collaboratively distilled themes emerged through-

out the coding process. The first iteration of coding was conducted by the three researchers

in a line-by-line fashion and resulted in 74 low-level codes. The codes in first iteration

stayed close to the meaning of each sentence, for instance, “don’t want to be the first one

to reach out” and "timezone differences". During the second iteration, through continuous

discussions, we ended up with 20 codes such as “lack of visibility” and ”desire SAMI to

be more human-like”. In the final iteration of coding, we ended up with 10 categories that

highlight online learners’ current and desired types of interactions, challenges encountered

when building connections with others, and design implications for building conversational

agent to mediate their connection process. Throughout the entire coding process, the three

researchers met and discussed the codes on a regular basis and resolved conflicts that arose

in each iteration of the data analysis process.

4.1.4 Findings

Through my analysis, I found that deep social connections were rare yet highly desired

among online learners. However, there were a number of difficulties that online students

encountered when trying to establish social connections with each other. I present these dif-

ficulties through the lenses of social translucence and social-technical gap. The interviews

also revealed that SAMI was able to augment social translucence to some level yet not able

to fully bridge the social-technical gap in online social interactions. We also identified a set

of challenges and concerns that students had about SAMI in AI-mediated social interaction.

I discuss the findings in detail below.

50



Table 4.2: Interview participant information. “M“ stands for “Male”, “F” stands for “Fe-
male”. “Country” column indicates the countries that participants were born in. The “# of
Classes Completed” column indicates student’s seniority in the program. Online students
in the program usually take 1 or 2 classes per semester.

ID Gender Age Country # of Classes
Completed

P1 M 18 to 24 United States 0
P2 F 25 to 34 United States 2
P3 M 45 to 54 India 7
P4 M 35 to 44 Uzbekistan 7
P5 F 25 to 34 India 0
P6 M 25 to 34 United States 3
P7 M 25 to 34 United States 7
P8 M 35 to 44 United States 1
P9 M 25 to 34 South Africa 0
P10 M 25 to 34 United States 0
P11 M 25 to 34 United States 0
P12 M 25 to 34 China 4
P13 M 25 to 34 United States 3
P14 M 25 to 34 United States 6
P15 F 18 to 24 United States 5
P16 M 25 to 34 United States 7
P17 F 18 to 24 United States 3
P18 M 25 to 34 Canada 3
P19 F 35 to 44 China 2
P20 F 35 to 44 Cuba 3
P21 F 25 to 34 China 1
P22 M 35 to 44 Iraq 3
P23 F 25 to 34 Canada 4
P24 F 18 to 24 Lithuania 5
P25 F 25 to 34 India 2
P26 M 35 to 44 Argentina 7
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Perceived Difficulties in Remote Social Interactions Among Online Learners

The interviews revealed that online learners had little social interactions with each other,

especially private social interactions. About half of the participants reported having only

interacted with other students academically (P3, P5-14, P18, P21, P23), through either

working on group projects together or discussions on public discussion forum threads. The

other half of the participants managed to keep in touch with one or two other students in

the program and checked in with each other on a less than frequent basis (usually monthly).

These private connections were usually established through the discovery of shared identi-

ties or experiences during previous group projects (P1, P16, P17, P19, P22, P26), meetup

events organized by the program or students themselves (P4, P15, P24), class communica-

tion channels (P20, P25, P26), or common experiences (e.g., working at the same company,

attended the same undergraduate institute) outside of the program (P1, P2, P15).

While not all private connections developed into deep friendships, establishing close

interpersonal relationships like friendships was highly desired by majority of the partici-

pants in our interviews (P1, P2 P5-7, P9, P10, P12, P14-P18, P20-26) to reduce the feelings

of social isolation and to offer emotional support and social support. Yet only eight partici-

pants reported building friendships through the program (P2, P4, P16, P19-P21, P24, P25).

Through the interviews, I further investigated the difficulties online learners encountered

while attempting to build social connections with each other. I found that these perceived

difficulties were largely due to the lack of social translucence offered by the online learning

platforms— the reduced visibility of social information, the diminished awareness of po-

tential social companion, and the decreased accountability in social behaviors. Another set

of difficulties stemmed from the existing social-technical gap in online social interactions—

the lack of randomness and spontaneity that is inherent in in-person social interactions but

difficult to replicate in online learning environments. I describe these difficulties through

the lens of social translucence and social-technical gap below.
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Reduced Visibility of Social Information. Reaching out and building connections with

strangers can be an intimidating process. During in-person interactions, we are able to gain

social cues from other people’s behaviors, gestures, or facial expressions, however, all of

these social cues become invisible in an online environment [174]. This is exactly what

happened to online learners when they tried to establish social connections with others.

I found that the reduced visibility of social information, such as others’ willingness to

connect, often left students hesitant in reaching out or maintaining the connections with

others. Many participants mentioned that not knowing whether other students were will-

ing to talk or build connections with them made it difficult to initiate conversations with

others (P1-P6, P12-P14, P17, P19, P20, P22, P23). P23 said, “When I go introduce myself

on the introduction thread on the forum, I can also see other people’s introductions. But

then it’s also a little bit vague on the signal on whether they really want to connect with

someone.” While online learners were able to meet others through class group projects or

the discussion forum, students said they were not sure whether others wanted to maintain

the connection with them. P14 mentioned that he really bonded with some of the students

in his previous group projects, yet when asked about maintaining the connection after the

group project was over, he said “When I thought about reaching out to some of the folks

I’ve worked with before, my first thought was like ‘Oh no, you’d be imposing’, ‘That was

just a group they wouldn’t want you reaching out...’ That’s just my first reaction whenever

I thought about it.”

Communicating with other students on public channels such as Slack and the class

discussion forum was one of the main methods to get to know other students and to make

students themselves known to others in the program. Yet for some students who described

their own personalities as more reserved (P1, P3, P5, P7, P11, P13-P15, P17, P19, P20,

P22, P23, P25), the reduced visibility of how their messages could be perceived by others

added pressure when they wanted to reach out to other students. This pressure sometimes

even prevented them from posting messages on public communication channels. P23 said
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“I know some study groups exist but then I don’t really have a desire to join them to some

extent. I think it might be because I’m doing it online. Sometimes you feel intimidated to

join a big group and then posting your view on certain things since you don’t know anyone

in the group.” For female students who were minorities in the program, the pressure was

even higher when posting on public channels. P15 said “Being a minority in this program,

sometimes it makes me feel even more nervous about posting anything because I don’t

want to represent females badly. I don’t want to post something bad or stupid on the class

discussion forum and other people would be like ‘Oh that’s one of the very few women

in this program. The woman in this program must be dumb.’ I don’t want to be a bad

representative. I don’t necessarily feel intimidated to ask questions or to talk to people

because I’m a female student, but it can make it harder to relate to people.”

Diminished Awareness of Potential Social Companion. One of the main goals and ad-

vantages of online learning is to help education scale up by giving more students the op-

portunities to learn [226]. The downside of this is that online classes usually have hundreds

or even thousands of students per class. This has resulted in online students’ diminished

awareness of other students’ existence in the program when building social connections.

In my study, participants talked about how the diminished awareness of potential social

companions posed challenges in their social connection process, specifically, the difficulty

of identifying potential social companions and the lack of personal touch in the online

learning environment.

The overwhelming number of students and activities within each class made it ex-

tremely difficult for online students to identify others that they could potentially build social

connections with (P2, P3, P6-P9, P11, P12, P14-P16, P19-P21, P23-P26). P14 said, “The

Slack group and the class discussion forum can get overwhelming depending on what’s

going on with all the posts. Looking for specific students to connect with is like trying to

find that needle in a haystack.” P21 also said, “There are many many posts in the public

forum. I may never find the person or the group I’m interested in if I search it manually. ”
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With hundreds of students communicating via the class discussion forum and Slack

group, these main communication channels could quickly become walls of text, which

made all the interactions there seem impersonal. The lack of awareness of human char-

acteristics in a majority of the communications provide a weak foundation and decreased

motivation for students to build social connections. When asked about the students’ self-

introduction thread for each class, P2 said “The introductions students gave were really

nice. But those discussion threads get so overwhelmed and the content of the introductions

are people’s names, how many classes they have taken, current classes they are taking,

where do they work. So it just becomes a wall of text repeating ‘Oh I live in New York’, ‘I

live in San Diego’. That’s not super valuable to build a strong relationship. It is just nice

to see the reminder that ‘Right, there are people here’.” P15 also pointed out the missing

personal aspects that were inherent in in-person interactions “The program is huge and it’s

so hard to differentiate people unless you meet them in-person. That’s part of the reason

why I like meeting people in-person. There’s not as much of space to talk to people about

things other than classes. Even though we all relate to each other since we are in the same

class, but it’s harder to get to the actual personal aspects where you relate to each other.”

Decreased Accountability in Social Behaviors. Erickson and Kellogg point out that while

awareness and accountability often co-occur in physical world, they are not usually coupled

in the online spaces. Accountability is often fostered through the creation of social norms

in the online environment that hold people accountable for their social behaviors [174]. In

my study, I found that both the existence and the lack of social rules could prohibit online

learners’ social interaction processes in online learning environments.

Some implicit social rules could restrict or deter students’ social behaviors in online

spaces. In my study, I found that online learners designated different purposes for the com-

munication platform that they commonly used— the class discussion forum was for aca-

demic discussions and the Slack group was for casual interactions (P1, P3, P4, P8, P10,

P11, P18-P22). While the intention of the class discussion forum was to replicate the phys-
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ical classroom where students could have interactions and discussions about and beyond

academics that could facilitate student learning as well as building social connections, the

implicit social rules of only using the online class discussion forum for academic discus-

sions seemed to restrict students’ social interactions with each other on the forum— stu-

dents felt accountable to only have academic discussions on the forum instead of casual

conversations. Considering most of students’ interactions tend to happen on the discussion

forum, this social rule significantly limited online learners’ opportunities for building so-

cial connections. For example, P19 said, “I prefer Slack if it’s just casual conversation. I

don’t feel casual conversations are okay on the class discussion forum. The forum is for

more serious conversation for the class. So I’m not going to post any unrelated things on

the forum.” Other students also felt like the class discussion forum was monitored due to

the presence of the teaching staff. P22 said, “The thing about the class discussion forum is

that it’s not friendly. You don’t feel open to post on the forum or maybe that’s me. At least

I feel like the discussion forum is official and monitored. If I said something wrong on the

forum people would judge me for it. ”

While working in group projects with other online learners provided some social pres-

sure for students to interact with each other in small groups, the pressure was gone once

the project was finished. Even though the same thing could also happen in in-person class-

rooms, online students didn’t usually run into each other again after the class was over. The

lack of repetitive encounter with each other in the online program thus reduced students’

feeling of accountability to talk with each other again (P1, P3, P6-P8, P11-P15, P19, P21-

P23). P8 said, “Last semester we had a group project with five students. We had our own

Slack channel to communicate and at the end of the semester we were all very friendly. It

would be nice to work with them in the future but there’s no more intersection of us. Even

if we ended up in the same class, there is no way for me to know that because I can’t look

through everyone’s name in my class. I think most likely we are not ever going to be in the

same class again so there is no place for us to interact again. ”
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The Social-Technical Gap in Remote Social Interactions. Besides the diminished visibil-

ity, awareness, and accountability in building social connections in online learning environ-

ments, another set of difficulties that online learners faced was the lack of spontaneity and

randomness in online environments. While social interactions are inherently spontaneous

and random in in-person interactions, participants reported that in online environments,

they had to intentionally make efforts to compensate for this social-technical gap [173] in

remote social interactions.

Many participants (P1, P3, P5-P7, P9, P10, P13, P14-P16, P21, P26) reported that on-

line interactions were not as spontaneous and organic as in-person interactions. P15 pointed

out the importance of having “in-between” moments during interactions, which proved to

be difficult to achieve in online environments: “Sometimes when you meet people, you

have those in-between moments, where you are not necessarily actively working on the

project, but you are still thinking about the project. I really valued those moments. So I

really wanted to be able to meet up with my teammates in person and have that joy in get-

ting to know someone and then have those in-between moments.” Other participants also

pointed out that during in-person interactions, work conversations often organically led

to more social activities. P6 said, “My current interactions with other online students are

more academic or professional. It wasn’t like my friends in undergrad. I think that’s one of

the other things that’s odd about the social interactions with online program. In undergrad

I can make friends, go have dinner, we can go out and get a drink or whatever. That kind of

very natural social interaction can happen, which I don’t see the analogy online.”

On top of the lack of spontaneity in online social interaction process, several partici-

pants (P1, P5, P8, P10) talked about the random encounters that on-campus students could

have that offered starting points for them to build social connections. However, these ran-

dom encounters were almost completely missing from the online program. P8 described

different scenarios where random encounters could happen in in-person campus, “Let’s

say you are on an actual college campus and you go to the library to study. You might end
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up being in a situation where you can talk to someone who is in the same university but

in a different class or major... Or the university has some open lawn that sits between the

lecture halls and the food court. So people would walk through there everyday and that’s a

place where you can run into someone. So to translate that into online program, I think it’s

hard to generate a place that students have to go to.”

The lack of spontaneity and randomness of online social interactions forced students to

spend extra effort and time to build those social connections (P1, P3-P9, P11-P15, P17, P20,

P23, P26). P5 said, “So when I was in college, I never went out to form connections like ‘Oh

let me form five new connections’. It just organically happened in the process of studying.”

Many students also had to go out of their way to form those connections, such as driving for

40 minutes to meet up with other online students in the same city, emailing every student in

the class to build connections, or manually looking up students with commonalities among

thousands of discussion forum posts.

The general consensus among participants was that in online learning programs, the

social and learning aspects were often separated compared to the traditional in-person ed-

ucational programs. Instead of forming social connections organically during the process

of taking classes or walking around campus that were inherently built into the on-campus

educational experience, online learners had to establish social connections in a more inten-

tional way.

Augmenting Social Translucence in Online Learning through SAMI

Based on students’ experiences in interacting with SAMI, I asked for participants’ feed-

back on SAMI. Through my evaluation of SAMI, I found that SAMI was able to augment

social translucence in online learning environment mainly by improving the visibility of so-

cial signals and increasing students’ feeling of accountability in remote social interactions.

While SAMI raised students’ awareness of potential social companions to some degree,

participants pointed out several ways on how SAMI could further improve their awareness
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throughout the process.

Enhanced Visibility of Social Signals. I found that SAMI made social signals more visi-

ble among online learners, especially in reference to highlighting students’ willingness to

build social connections (P1, P3, P5, P23). Specifically, participants highlighted the feature

in SAMI 1 and SAMI 2 that made it easier for them to infer students’ willingness to con-

nect. For SAMI 1, the #ConnectMe tag was intended to allow students to opt-in for SAMI

1 to connect them with other students in the class introduction threads. However, online

students interpreted this as a signal of whether students were willing to build social con-

nections. P23 commented on the #ConnectMe function in SAMI 1, “I like SAMI 1 a lot,

especially the #ConnectMe. This is sending the student a signal that there’s people who are

interested in chatting with other students. So I think this is very helpful.”

Students were also able to infer students’ willingness to connect from SAMI 2. For

example, P1 said, “People who introduced themselves to SAMI 2 are more likely to want

to connect to other people. So it’s a group of people that are likely to be more willing to

talk to other people.” P23 also said, “There are Slack groups that can form similar groups

that SAMI 2 did for us so forming a group is not a problem here I feel. Knowing who is

available to form a group or engaging people who are interested to do certain things is a

challenge. SAMI 2 made this process automatic so this is great.”

Improved Awareness of Potential Social Companions. In online classes with hundreds

of students per class, SAMI also raised awareness of potential social companions for online

learners by highlighting students’ shared identities (P1-P5, P7, P9-P19, P22, P23, P26). P21

commented on the feature of connecting students based on similarities in all three versions

of SAMI, “SAMI’s useful because manually, I may never find the person or never find the

group I’m interested in. But SAMI can find some related groups or students I might want to

connect with for me. ” Participants also said even without SAMI’s feature of directly con-

necting students together, the class demographic summary statistics posted by SAMI 1 was
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also useful in offering the lost personal aspect to online learning, “I really appreciate SAMI

1’s class demographics summary. I think it’s interesting to see how many people are from

different places and in different classes. It’s cool to see just how broad the classes are and

where everyone is from.”

Some students also suggested that the next generation of SAMI should connect students

together based on more specific commonalities, instead of the current broad shared identi-

ties (P2-P4, P9, P11, P15, P17, P23, P26). For example, P2 commented on SAMI connected

her with other students in the San Francisco area, “That’s great but it’s not something you

can make a strong connection with. Bay Area is huge so even if there is someone else in the

Bay Area, they could live literally two hours away from me. So you really have to narrow in

the location.” P4 also suggested SAMI to connect students based on multiple shared identi-

ties instead of only one, “Let’s say I want to meet people who are also interested in hiking,

I wouldn’t want to connect with people who are located outside of my city. Because sure

we could probably connect on the forum and share some past experiences, but that would

probably be it. Hiking is not something you discuss online, it is something you do outside

of online environment.”

While SAMI gave students awareness of potential social connections, many students

pointed out the necessity of continuing to support that awareness throughout the entire

process (P3, P6, P7, P12, P16, P17, P20, P22, P24). Participants expressed their preference

to know more about the students recommended in SAMI’s reply, instead of just how many

students share similar commonalities. For example, P17 commented on SAMI 1, “I like

how SAMI 1 is sort of pointing out, like here’s the list of people you might want to connect

with. I like how it links to the students’ posts in the introduction threads. I think that’s

useful for quickly seeing ‘Oh this is what this person said about themselves’.”. SAMI 2

did not provide information about each student in each SAMI group, which diminished

students’ awareness of others in the group. P22 suggested, “Maybe if there is a student join

the group, SAMI will say ‘hey everyone, we have a new member just joined the group. This
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is John Doe. Please say hi to him. John Doe please introduce yourself.”’

Greater Accountability in Social Interactions. SAMI also provided some level of ac-

countability by offering some structure to the social interaction process (P1, P3, P5, P6,

P14, P15, P16, P19, P21, P22, P24). By putting students directly in groups, SAMI pro-

vided the push for students to start interacting with each other and helped alleviate students’

mental barriers on having to reach out to other people. For example, P3 compared SAMI

1 and SAMI 2, “I think SAMI 2 is a better approach because it actually places you in the

group as opposed to SAMI 1. I would probably not going to initiate any communication

with the list of people SAMI 1 recommended to me because you typically don’t initiate

communication with somebody directly for no purpose right? So SAMI 2 creates that sense

that you are already in a group and that you can share something more at ease.” P15 also

said, “I like SAMI 1’s reply, but I do think it puts a lot of pressure on the students to have to

reach out. I feel like it gives you a lot of information but it might not be the push that people

need in order to reach out to others. Whereas with SAMI 2, because it makes the group so

it at least starts to move in the direction of eliminating barriers that people would have to

reach out to other people.”

After putting students in individual groups, SAMI 2 also posted ice-breaker questions

that were relevant to the group topic for everyone to start the conversations. P24 believed

this provided some kind of accountability for people to start talking since the questions

were straightforward, “I think if SAMI 2 did not post anything, it would be like, what are

we supposed to do here? But having the questions that specifically relate to the topic to the

group, like Seattle group ‘what would you do in Seattle?’ is great. Because you obviously

all have that shared interest. So being able to talk about it in a structured way is very smart.

”
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Challenges and Concerns about SAMI in Mediating Social Interaction

While SAMI efficiently augmented social translucence during online learners’ social inter-

action process, we also identified several challenges and concerns that students’ expressed

about SAMI in terms of AI-mediated social interactions. Based on my interviews with the

online learners, i found that SAMI was not able to fully bridge the social-technical gap

in online social interactions and even exacerbated the gap due to its lack of human-like

characteristics and unnatural behaviors. Students also pointed out that SAMI did not of-

fer enough transparency into its working mechanism and decision-making process. When

asked about concerns about the potential continuous usage of SAMI in online learning en-

vironment, students pointed out that privacy was not a perceived concern, however, there

were concerns about SAMI 3 potentially excluding certain students out of the social con-

nection process as well as students losing their agency in building social connections.

Social-Technical Gap Remains: Lack of Human-likeness and Naturalness. One of the

difficulties that online learners experienced during social interactions was the lack of spon-

taneity and randomness compared to in-person interactions. This existing social-technical

gap forced online students to intentionally spend more effort, time, and energy to build so-

cial connections with each other. SAMI helped reduce this gap slightly by automating the

social interaction process and thereby reduced some efforts that students spent in building

social connections (P1, P4-P7, P10, P11, P14, P17, P21, P26). P17 believed that by provid-

ing social recommendations, SAMI played the similar role to that of a mutual friend. P14

also said that since SAMI recommended social matches automatically, he didn’t have the

need to intentionally put himself out there to build social connections.

However, throughout my interviews with online students, I noticed that SAMI also

contributed to the social-technical gap in online social interactions due to its lack of human-

likeness and naturalness (P2, P4, P5-P7, P15, P18, P21-P24). While many technologies

are often designed to be artificial, rigid, and reductionist, when introducing an AI agent to
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operate in human communities to build social connections among community members, the

agent was expected to act more human-like and natural. In my interviews, online learners

believed that SAMI did not act natural enough. For example, P2 said “I think SAMI 2 needs

to feel more human-like and not as robotic to make people more comfortable interacting

with it. SAMI 2’s response just seems so numerical with those statistics and normal human

don’t really talk like that.” P7 also said, “It would be good if it seems like it’s actually

interacting with me instead of an automated response. Even though it’s an AI I don’t want

to feel like it is. If SAMI 2 acts more like a human, it would seem like a person responding

to me who knows the people that are recommended. So I want it to seem like it is a person.”

When asked about why they wanted SAMI to be more natural, P4 said that when SAMI

acted unnaturally, it would “break” the natural atmosphere of online forum environment

and therefore broadened the social-technical gap in online environment:

“So with the class discussion forum is that, when you have a conversation with

someone, it sometimes feels like you’re in the same room talking to people.

Like when answers to the posts come in real time and you have this sort of

atmosphere of speaking in a group. Like you are sitting in the room and talking

to people and you could see if others are trying to answer your question. Maybe

they do some research on the side and then they post their responses or maybe

they know it right off the top of their head. So sometimes it feels like a real time

conversation. So any sort of artificial-looking posts would interrupt this flow.

Like if you imagine a group of students in a study group sitting at the same

table studying and then there’s like some TA announcer speaking some robotic

automated message every once in a while, it would interrupt this flow, right?

So, this sort of a robotic type of response kind of interrupts this flow on the

discussion forum.” (P4)

Insufficient Transparency in SAMI’s Working Mechanism. On top of SAMI’s lack
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of naturalness, students also reported that SAMI was not transparent enough about its

decision-making process and working mechanism (P3, P5-P10, P13, P14, P16-P18, P21,

P23-P25). I found that students wanted to learn more about SAMI’s capability for them to

better communicate with SAMI using similar vocabularies. For example, when asked about

what he wished he had known before using SAMI 2, P7 said, “I wish I had known that there

was a possibility of not getting matched due to my word choices. If I were told to use these

key words or some word bank to have better matching results, that would be helpful. Like if

I knew to use ‘travel’ instead of ‘traveling’.” Other students took guesses as to why SAMI

2 didn’t work as they expected, such as not putting them into certain groups when it was

clearly mentioned. P3 put “travel” among several other hobbies but was only assigned to

“travel” group, he said, “I’m just trying to see why I got put in ‘travel’ but not other hobby

groups. That’s why I figured maybe SAMI 2 only picked out the first hobby and place people

in those groups.” P16 also had similar doubts, “I guess I am curious as to whether I didn’t

get assigned to ‘Virginia’ group. Maybe because I said ‘Nothern Virginia’, so it got stuck in

‘Nothern Virginia’ and it thought it was different from ‘Virginia’. I guess if SAMI 2 told me

what it is thinking that would be great. Because SAMI 2 also didn’t pick up on the courses I

listed, which might be because I abbreviated the course names.” To improve transparency,

P24 suggested, “I would have appreciated if SAMI 2 had another response after my reply,

saying something like ‘Sure I will look for other people who are also in Los Angeles.’ or ‘I

will let you know if I find someone else that played Ultimate Frisbee.’ Just something that

tells me ‘I’ve stored this information and I’m looking for that connection.”’

Concerns about Excluding Some Students Out. While all participants were generally

very positive about SAMI, some students brought up concerns that they had about the con-

tinuing use of SAMI in online learning contexts. Since SAMI only operated on one of

the many platforms online learners used to engage with each other, there were concerns

about SAMI inadvertently excluding some students out of the AI-mediated social interac-

tion process among online students (P11, P12, P15, P19, P23, P26). SAMI 1 and SAMI
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2 currently only took information from one specific introduction thread on the class dis-

cussion forum and SAMI 3 would also be restricted to the class discussion forum. This

design thus naturally left out students who were not active on the class discussion forum

and students who did not post their self-introductions. P15 commented on this concern re-

garding SAMI 3, “I do think it’s kind of hard to have something based off of people posting

about themselves on the forum. I think the forum can be sort of self-selecting for students

who are most willing to put themselves out there on the forum type of people.”

Concerns about Losing Agency in Building Social Connections Online. While students

appreciated SAMI automating some of the most difficult processes in building social con-

nections with other online learners, students also raised concerns about losing agency in

making social connections online (P7, P9, P10, P11, P14, P15, P20-P22). SAMI 2’s feature

of putting students directly into groups was popular among the interview participants for

creating accountability to interact with each other as well as alleviating the mental barrier

of reaching out to other students. However, this feature, while created adequate amount of

social pressure for students to initiate interactions, was also commented by the participants

that it took away their agency in choosing which groups they could join. For example, P9

said, “I would actually prefer to participate in a class community just so that I can hang

around the edges of it first before committing. Because there are some things that I’m in-

terested in doing but I haven’t done it yet. ” This concern came up more after we described

our vision for SAMI 3 that could more naturally and automatically connect students to-

gether based on everything they posted on the discussion forum. After hearing our vision

for SAMI 3, P14 said, “It would be great if students could opt-in to particular topics.

Maybe SAMI 3 could provide its observation first then let student decide. Just some kind of

mediating steps that let you sign off, like ‘Oh no I would prefer not to have other people

know that I’m interested in this.”’ P10 also brought up the point of whether to trust SAMI

3 on the connections recommended, “So if we were to compare this to real life, generally,

when you meet someone new, you have a bit of a gatekeeper in your friend who introduces
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you guys. So you have a mutual person whom you both trust. So then because you trust that

person, then you trust that the person they introduce you to is going to be not a murderer

or something like that. So, yeah, SAMI 3 may not give you that.”

Privacy was Not a Perceived Concern. However, even though privacy is often a concern

for AI systems that leverage public data [227], many participants did not have privacy con-

cerns regarding SAMI (P3, P5, P6, P10, P12, P14, P16, 17, P19-22, P24). Some participants

believed that the intention of posting on public forum was for others to see it. For exam-

ple, P12 said, “If they already posted their self-introductions that means he/she wants that

information to be public. If I don’t want others to know where I work, I won’t put that in-

formation there.” In fact, some students indicated their willingness to post more frequently

on the discussion forum if SAMI could offer more accurate matches. After hearing about

our vision for SAMI 3, P14 said, “I think that’s a really brilliant idea! I think I’d be more

inclined to post too, because I don’t need to worry that my posts would be falling on deaf

ears. I am more willing to put myself out there more since I will be giving SAMI 3 a chance

to find more things and possibly make more connections in the program.”

4.1.5 Discussion

These findings offer insights into the challenges and opportunities of AI-mediated social

interaction in an online learning context. Specifically, I pinpoint online learners’ perceived

difficulties in building social interactions due to the lack of social translucence and the exis-

tence of the social-technical gap in their current online learning environment. The findings

reveal the potential and challenges of using AI-mediated social interaction to help facilitate

online learners’ social interaction process.

Designing AI-Mediated Social Interaction for Online Learners

Through my in-depth investigation of online learners’ social interaction process, I iden-

tified online learners’ pressing needs to build close friendships with other students, yet
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these needs were largely unfulfilled. The findings echo prior work in that academic-related

interactions are the main sources for students to build connections with each other [43,

35]. While the discovery of shared identities or common experiences could help foster

closer connections and may occasionally lead to long-term relationships [43, 196, 35],

close friendships are uncommon among online learners [43, 196] yet highly desired by stu-

dents seeking emotional support. Many online learners stepped out of their comfort zones

to pursue an online degree that is very different from their academic background often with

the goal of career shift or career advancement, which makes the online education process

even more difficult for them. Therefore, social and emotional support become crucial to

help online learners persist through the online program.

I also identified two sets of difficulties that online students encountered during remote

social interactions: the lack of social translucence [174] and the existence of the social-

technical gap [173] in current online learning platforms. Specifically, current online learn-

ing platforms do not offer enough visibility of social information (e.g., others’ willingness

to connect), provide limited support of students’ awareness of potential social connections

due to the large number of students, and do not facilitate sufficient accountability that is

often necessary to create social pressure for students to connect during in-person interac-

tions. Designing online learning platforms to be more socially translucent could mitigate

a large set of difficulties that online students tend to experience during remote social in-

teractions. Some design strategies to achieve socially translucent online learning platforms

could be adding icons on students’ avatars to indicate their willingness to connect with

others, thus improving visibility of social cues [180]; highlighting students’ shared identi-

ties through social matching features to offer awareness of potential social companions; and

providing dedicated socializing sections or instant video chatting features on the discussion

forums [34] to improve students’ accountability in building social connections.

The second set of difficulties online learners experienced stemmed from the existence of

the social-technical gap [173] in the online learning environment, which created a separa-
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tion between social interactions and education activities in online learning. In in-person ed-

ucational programs, students often build social interactions or long-term friendships spon-

taneously through random encounters that happen in between learning activities (e.g., re-

peatedly taking the same classes, randomly running into each other in the dining hall, spon-

taneously grabbing coffee together after group project meetings), this kind of randomness

and spontaneity is difficult to replicate in the online learning environment— in online en-

vironments, all virtual meetings are intentional and every message has a specific purpose.

Without randomness and spontaneity embedded into their online education experience, on-

line learners are forced to spend extra effort and time (e.g., driving for an hour to meet

others in person or emailing everyone in the class to connect) to intentionally form social

connections. This speaks to the lack of nuance, flexibility, and ambiguity in building social

interactions on online learning platforms. My work thus points out the direction for future

research to explore how to integrate more social activities into online learners’ learning

activities to artificially create more random and spontaneous encounters in online learning

environments.

The Design Tension in AI-Mediated Social Interaction

This work identifies several challenges and concerns about AI-mediated social interac-

tion such as the possibility of excluding certain students from the the social matching pro-

cess [228], the lack of transparency in AI-mediated social matching processes [229, 156],

and the possibility of strengthening people’s similarity-seeking behavior [165]. While some

of the challenges align with prior findings in CSCW, AI-MC, and social matching space,

AI-mediated social interaction, situated at the intersection of several fields, also presents

another challenge that combines concerns from these fields and creates a unique design

tension between AI performance and ethical design. In my study, this design tension in

AI-mediated social interaction is manifested in two areas: the tension between matching

accuracy and user privacy, and the tension between the effectiveness of social introduction
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outcome and user agency.

This study highlights the tension between achieving high social matching accuracy and

maintaining user privacy in AI-mediated social interaction. The basis of getting accurate so-

cial matches is the deep understanding of user preferences, goals, and needs, which would

require the AI system to collect as much user data as possible [165, 31, 229]. In the case

of AI-mediated social interaction, such information can not only be gathered through in-

formation that users voluntarily offered to the AI system, but also through analyzing prior

public postings to make inferences that users don’t explicitly consent to sharing [230, 231].

This renders the protective measures suggested by prior literature in social matching sys-

tem such as restricting data source to public information or obtaining user consent before

data collection [31] less applicable. What concerns me more is the fact that no privacy con-

cerns were raised in my interviews with the online CS students even after I showed them

SAMI 3, which would have access to all of students’ prior forum postings and have the

ability to make inferences about their preferences and goals— in fact, participants in my

study indicated that they were willing to post more frequently on the discussion forum to

improve matching accuracy. Does this suggest that designers of AI-mediated social inter-

action should always weigh accuracy over privacy? I think not due to the intangibility of

people’s understanding of privacy harms and people’s tendency to trade privacy for poten-

tial gains [232]. In fact, I see this as an opportunity to further investigate what types of latent

behavioral data would improve social matching results yet raise little privacy concerns for

users in different contexts.

Another tension presented in AI-mediated social interaction is the balance between

maintaining user agency and ensuring successful social introduction processes. The in-

troduction process between two matches is crucial for an effective social matching pro-

cess [31]. In my study, SAMI 2 directly put matches into a group on the discussion forum

instead of waiting for students to reach out to others. Students found this to be helpful as

several of them pointed out that they would have never reached out to their matches to build
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connections otherwise. However, during my interviews, students also expressed concerns

about losing their agency in choosing whom they could connect with, which is inherently a

very personal decision-making process. While prior research has suggested that given the

convenience and efficiency AI systems facilitate in our daily lives, some level of human

agency could be sacrificed as a trade-off [103], in my study I found that students were

unwilling to cede control of the decision-making process in choosing whom they should

connect with. This differs from prior research in AI-MC and recommender systems where

issues regarding user agency have been repeatedly brought up yet could mostly be resolved

by giving users as much agency during the decision-making process as possible [103, 229,

156, 157]. Based on the findings, I note that in AI-mediated social interaction, designers

should strike a delicate balance between putting enough social pressure on the matches to

initiate interactions and maintaining users’ agency in choosing whom they could start a

conversation with.

Design Opportunities for AI-Mediated Social Interactions

Building upon the design implications and ethical challenges this study has identified, I

highlight two potential design opportunities for AI-mediated social interaction: designing

towards human-AI collaborative social matching and creating artificial serendipity.

There are several ethical and social challenges that we outlined in the previous sec-

tion that could be properly mitigated through a human-AI collaborative social matching

approach. In a human-AI collaborative decision-making process, AI systems could con-

stantly negotiate with users on important social matching steps to take next while also cre-

ating enough social pressure to prompt users to reach out to their matches. Certain way of

maintaining user agency could be achieved through the use of AI agents that display proper

anthropomorphic qualities [103]. Human-AI collaboration in social matching process could

also resolve the design tension of maintaining user privacy and ensuring matching accuracy.

This could be done by building explainability and transparency into the AI system to con-
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stantly explain what data was collected and how the data was used [233]. In human-AI

collaborative decision-making processes, users’ willingness to collaborate is crucial for a

desirable collaborative experience and outcome [234]. Luckily, aligned with prior litera-

ture [235, 236], participants in my study indicated their willingness to understand the AI

agent’s vocabulary beforehand to adjust their choice of words during communication in

order to improve the accuracy of matching results.

Another design opportunity for AI-mediated social interaction is to artificially create

serendipity, i.e., unexpected yet meaningful encounters, to artificially create randomness

and spontaneity in online social interactions. Serendipitous encounters in in-person inter-

actions such as elevator chat or water cooler conversations often result in fruitful inter-

actions, new collaborations, new ideas, and may sometimes lead to meaningful long-term

relationships [170]. In this study, one set of difficulties that online learners encountered

during remote social interactions is the social-technical gap that made the online social in-

teraction process more intentional and less natural. Designing for artificial serendipity in

remote social interactions could thus re-introduce randomness and spontaneity into the on-

line environment by helping individuals discover unexpected meaningful relationships and

potentially mitigating people’s similarity-seeking behaviors in social interactions [165].

Prior research has suggested that serendipity can be created by identifying individual’s

preferences and social networks through mobile phone sensors [237], social network in-

formation [238], and sensing technologies in the workplace [239]. Following this direction

that I highlighted based on this study, future research could explore what kinds of informa-

tion could be leveraged to artificially create serendipity without raising privacy concerns.

4.1.6 Limitations and Future Research

While this work has important implications for the design of AI-mediated social interac-

tion, it also has some limitations. First, I used an AI agent with an anthropomorphic form to

mediate online social interaction in this study, but I acknowledge that AI-mediated social
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interaction could be performed by other types of AI systems that do not take an anthropo-

morphic form. Prior research also suggests that people could act more “courteous” towards

AI agents due to their human-like characteristics and thus other non-anthropomorphic AI

systems could raise other types of concerns than currently investigated in this chapter. I en-

courage future research to replicate this study using other kinds of AI systems. Second, the

online class discussion forum was heavily used in the OMSCS program that this study took

place in and was also most frequently brought up by students during the interviews. How-

ever, I acknowledge that this could largely be attributed to each online program’s prefer-

ences and thus other forms of communication tools such as Learning Management Systems

could also be leveraged to facilitate online learners’ interactions with each other in other

online programs. Future research should explore alternative mediums and tools that online

learners in other programs used and how they could be designed to support online learners’

social interactions. Third, the interview participants in this study were all studying at the

computer science for-degree graduate program. Due to their major of study in computer

science, these learners might be more open to the use of technology-facilitated interactions

(e.g., they did not have many privacy concerns regarding the use of SAMI). Future research

should try to replicate the current study at online learning programs in a different subject

area to investigate concerns and preferences of AI-mediated social interaction from learn-

ers who are less tech-savvy and/or more skeptical of technology. The findings might also

not be applicable to other forms of online learning environment such as Massive Online

Open Classes (MOOCs) or online learning programs at the high school or undergraduate

levels. Future work should examine the social interaction experiences across different con-

texts to contribute more knowledge in the design of AI-mediated social interaction in online

learning contexts.
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4.2 Co-Designing AI Agents to Support AI-Mediated Social Interaction in Online

Learning

4.2.1 Introduction

In the previous study, I outlined the design space of AI-mediated social interaction through

investigating online learners current practices, needs, and difficulties in remote social inter-

action, as well as their experience using SAMI. The findings from the previous study pin-

pointed the design challenges and opportunities of AI-mediated social interaction. While

there are a wide variety of AI systems out there that could mediate remote social interaction,

findings from the previous study presented promising potential of leveraging human-like

AI systems such as AI agents to mediate online learners’ social interaction process. In this

section, I describe a co-design study where I focused on examining design implications for

such human-like AI systems, AI agents.

AI agents have been widely employed in online learning context to sieve through large

amounts of information to provide personalized learning resources [240, 241], class logistic

information [40], and social information [35, 42] to individual students 24/7. Comparing

to recommender systems that often operate on digital platforms [242] (e.g., shopping rec-

ommendations on Amazon), AI agents possess human-like features such as personality and

natural language generation that can potentially bring spontaneity and randomness to online

interactions [173, 243, 42]. In fact, an increasing number of applications are already using

AI agents to help members of a community connect— Slack applications such as Donut

and GreetBot all use AI agents to promote social interactions within the Slack groups. AI

agents are also widely used to deliver encouragement, care, and positive energy to people

experiencing loneliness and social isolation [244, 245, 16]. However, the design require-

ments of AI agents that can support online learners’ social connectedness is underexplored.

There are two crucial design factors to consider when designing AI agents in a specific

context: their functionalities and their social characteristics. Functionality refers to what
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the AI agents can do to provide support. For example, AI agents have been designed with

functionalities like offering well-being advice [245], facilitating therapy [246], or mediat-

ing social interactions [42] to provide support. Social characteristic refers to characteris-

tics that determine the agent’s social skills [247]. For example, AI agents can be empa-

thetic [248, 249] or human-like [250] when interacting with individuals. Recently, in order

to provide timely and personalized support, advanced AI techniques are being integrated

into AI agents to detect users’ emotional and mental states through emotion recognition

on user dialogues and their social media [251, 252]. Understanding the desired function-

alities and social characteristics of the AI agent will help determine the specific design

requirements of AI agents that can help online learners feel more socially connected.

Before inserting an AI agent into an online learning environment that could have irre-

trievable and immeasurable impact on online learners’ lives, we have to consider the poten-

tial social and ethical concerns. There have been a plethora of AI technologies designed,

developed, and implemented by leveraging the readily available data generated by online

learners. Many such technologies, claiming to be developed with the goal of advancing on-

line learners’ learning experiences and outcomes, often harvest and monitor large amounts

of student data, ranging from demographic information to students’ social media posts, yet

have hardly engaged online learners in any of the technology design or development pro-

cess. Given the unequal power relationships [210] between online learners and institutions,

online learners have little say, or even awareness, of the large-scale collection and analysis

of their data [210, 212].

With the goal of designing user-centered and socially responsible AI technologies that

could help promote online learners’ social connectedness, I take the approach of co-design [253,

254] to include online learners as active participants from the beginning of the design pro-

cess. Co-design has been frequently adopted in prior literature to understand the design of

AI agents across various contexts [255, 256, 257]. Through two co-design workshop stud-

ies with 23 online learners, I provide the necessary design techniques and tools for online
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learners to voice their preferences and concerns freely to envision a future where AI agents

could help support their social connectedness. Through these co-design workshops, I seek

to explore three research questions:

RQ 1.4: What functionalities should an AI agent possess to help online learners feel

socially connected?

RQ 1.5: What social characteristics should an AI agent have to help online learners

feel socially connected?

RQ 1.6: What are the potential social and ethical challenges of agent-mediated social

interaction in online learning?

In this section, I present and discuss design implications and ethical challenges of AI

agents that could help promote social connectedness among online learners. I describe two

virtual co-design workshops consisting of four design activities used to understand online

learners’ preferences of AI agents’ functionalities and social characteristics. I also briefly

present an AI agent mockup designed to elicit perceived social and ethical challenges of

agent-mediated social interaction. Based on online learners’ design preferences and con-

cerns, I establish AI agents’ roles as facilitators to scaffold online learners’ social interac-

tion process and discuss social and ethical implications of agent-mediated social interaction

in online learning.

4.2.2 Study Overview

To explore the design requirements and potential challenges of using AI agents to help

online learners feel socially connected, I conducted two virtual co-design workshop studies

using the visual collaboration tool MURAL and the virtual meeting platform BlueJeans. I

adopted the virtual workshop format due to the geographical spread of online learners all

over the world as well as the ongoing COVID-19 global pandemic during data collection.

Each co-design workshop study consisted of three workshop sessions with three dif-
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Figure 4.3: Study flow diagram that shows the different stages of our study and the compo-
nents of each stage.

ferent sets of participants. I first conducted co-design workshop study 1 to understand

students’ desired functionalities (RQ1.4) of the AI agent through two design activities:

persona creation and storyboard. I then analyzed the data collected from study 1 to identify

desired functionalities of the AI agent, which allowed me to create an AI agent mockup

that showcased one possible desired functionalities of the AI agent to help online learners

feel socially connected. The AI agent was named SAMI 1 and the mockup was created in

a storyboard format for easier comprehension of SAMI’s functionalities. I then conducted

study 2 to understand the desired social characteristics (RQ1.5) and the potential social

and ethical challenges of agent-mediated social interaction in online learning (RQ1.6). In

study 2, I explored the desired social characteristics of the AI agent through the design

activity “Design Your Agent.” I then introduced the SAMI mockup and used it as a probe

to elicit students’ perceived social and ethical challenges of using AI agents to facilitate

online learners’ social interaction process through the second design activity “Challenge

Cards”. Figure Figure 4.3 shows the overall flow of our study.

4.2.3 Co-Design Workshop Study 1: Desired Agent Functionalities

To understand the desired functionalities of an AI agent that can help online learners feel

socially connected (RQ1.4), I conducted the virtual co-design workshop study 1 with three

different sets of participants. The participant information of study 1 can be found in Ta-

ble 4.3.
1Note that in this study, the AI agent in the mockup only shares a common name with the SAMI agent

used in the rest of the dissertation work but does not refer to the SAMI agent.
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Table 4.3: Co-design workshop study 1 participant information. ”M” stands for ”Male”, ”F”
stands for ”Female”. The “# of Classes Completed” column indicates student’s seniority
in the program. Online students in the program usually take 1 to 2 classes per semester.
The storyboard activity is a team activity and thus the “Team” column reflects the team
composition at each study 1 session for the storyboard activity.

Study 1 Sessions Team ID Gender Age Country (Born)
# of
Classes
Completed

Session 1 T1
P1 M 24 India 2
P2 F 25 United States 1
P3 F 26 Poland 1

Session 2 T2
P4 F 24 South Korea 5
P5 F 25 United States 1
P6 M 28 United States 1

Session 3
T3

P7 M 29 India 7
P9 F 27 United States 2
P10 M 29 United States 4

T4
P8 M 31 England 4
P11 F 27 United States 6

Study 1 Procedure

I began each study 1 workshop session with an introduction of the goal of the co-design

workshop— to gain design implication of an AI agent that can help online learners feel

more socially connected. I then introduced the agenda of the workshop session: self-introduction

and ice-breaker, followed by two design activities persona creation and storyboarding,

and concluded with a debriefing and further discussion. The worksheet that I used for study

1 can be found here.

The first design activity persona creation aimed at helping online learners to commu-

nicate and share their current social experiences with us and other workshop participants.

I first introduced participants to the concept of persona and offered some examples of per-

sona taken from the web that focused on different design questions (e.g., example persona

for designing website to help travelers plan for their business trips). After students were

familiar with the concept of persona, I provided a persona template and asked each partici-
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pant to work on a persona of an online student, detailing the student’s basic information, as

well as his or her goals, frustration, and motivation in social interactions in online learning

program. Participants were encouraged to draw on their own experience as online learners

as well as other online learners’ experiences that they knew of. Participants then presented

their persona to the rest of the group.

The second design activity is storyboarding. The goal of storyboarding was to give

students the method and tools to map out their desired version of an AI agent that could

help online students feel socially connected. Similar to the persona creation activity, I first

introduced the concept of storyboarding and provided several storyboard examples taken

from existing publications on teens’ creation of social robot [258] and other creative ideas

of robot design [259] to demonstrate the wide range of storyboards of different sophisti-

cation, creativity, details, and functionalities. I then divided the participants into teams and

put them into breakout rooms on the virtual meeting platform. The team composition can

be found in Table 4.3. To help participants navigate through the storyboarding activity, I

first asked each team to create a story outline following the prompt questions that were

given. The prompt questions were created by us to help the team think through the interac-

tion process with an emphasis on the AI agent’s functionalities. The prompt questions were

in the following order: “What makes the agent talk to you?”, “How does the agent talk

to you”, “Where does this conversation happen?”, “How does this conversation make you

feel?”, “Are there any actions that you or the agent need to perform outside of this conversa-

tion?”, “When is the conversation over?”, “What do you do after the conversation?”, “How

do you feel after the interaction?”, “What makes the agent talk to you again?” After each

team mapped out a story outline, they then proceeded to create their own storyboard on a

storyboarding tool called StoryboardThat.com. I chose this tool due to its wide selection of

pre-drawn scenario settings and characters, as well as its flexibility of adjusting characters

facial expressions and postures. I asked each team to pay attention to these details and pick

a character to represent the AI agent in their storyboard (e.g., agent could be represented
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(a) Storyboard created by T3. (b) Storyboard created by T4.

Figure 4.4: Two examples of the storyboard created by the co-design workshop participants.

as an animal, a stickie figure, or many other available options) for me to get a better un-

derstanding of their expectation of the agent. Each team then presented their storyboards to

the others at the workshop for further comments and discussions. I showed two examples

of the storybaords T3 and T4 created in Figure 4.4 and discussed them further in the study

1 findings section.

Study 1 Data Analysis

The data I collected and analyzed included the video recordings of all three co-design

workshop sessions from study 1 as well as all the artifacts created by the participants dur-

ing each workshop session in study 1 (e.g., the personas, the storyboard outlines, and the

storyboards).

I took an iterative and inductive approach to look at the study 1 data in two rounds of

analysis. In the first round, two researchers divided up the three workshop sessions to inde-

pendently review data from each workshop session. During the independent review, each

researcher wrote down detailed notes on what happened during each workshop session,

some interesting observations, as well as important and interesting points students made

during each session. After researchers finished reviewing their own assigned sessions, the
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two researchers came together and used affinity diagram to map out these detailed insights

and distilled patterns and themes on a virtual collaboration whiteboard tool called Miro.

Affinity diagramming is a bottom-up approach to organize qualitative findings in an itera-

tive and inductive fashion. Affinity diagramming is commonly used to analyze qualitative

data generated from co-design studies in prior research [260, 261]. After several iterations

and discussions, we ended up with four themes and eight categories. In the second round of

analysis, the two researchers switched the workshop sessions to review all data from each

workshop sessions in similar fashion in the first round of analysis. Then researchers came

together again and continued to group and organize new insights into the categories and

themes distilled from the first round of analysis. After some reiteration and reorganization,

we ended up with six categories and three themes.

Study 1 Findings: Desired AI Agent Functionalities

Online Learners’ Social Connection Goals and Frustrations To explore how AI agents

could help online learners feel more socially connected, I first examined online learners’

social connection goals and frustrations through the persona artifacts participants created.

I identified two social connection goals that were commonly shared among the workshop

participants: to build long-lasting connections beyond classes (P2, P6-P9, P11) and to build

connections with like-minded students who share similar interests or in similar situations

(P1-P3, P5, P6). Specifically, participants revealed their desire to make friends with other

online learners (P6, P7, P9), to build their professional network (P4-P6, P8-P10), and to

find people who could share their online learning experiences and struggles (P7, P9-P11).

However, online learners encountered a number of obstacles attempting to achieve these

social connection goals. Online students found it difficult and awkward to reach out to

other students that they didn’t know of (P5, P7, P9-P11). In the online learning program

that often had hundreds and even thousands of students per class, online learners found it

difficult and time-consuming to identify students that they wanted to connect with (P1-P4,
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P7, P11).

In-Situ Agent-Mediated Social Support through Continuous Monitoring. To help on-

line learners feel socially connected, participants suggested that the AI agent should “know

when” to connect the student with others— when the students really need to talk to some-

one. For example, in the storyboards participants created (Figure 4.4 shows two example

storyboards), the agent would reach out to the student and try to connect him/her with oth-

ers when the agent noticed that the student was feeling down (T1) or when the student’s

discussion forum posting activity was lower then usual (T2).

In order for the AI agent to conduct in-situ agent-mediated social support, participants

admitted that the AI agent would need to continuously infer and monitor online students’

online activities within the program. Participants suggested a couple ways to monitor stu-

dent activity that could help the AI agent identify the right time to reach out to the student.

For example, participants mentioned that the AI agent could monitor online learner’s learn-

ing module to look for signs of frustration (T1), monitor the discussion forum activity (T2),

monitor when the student log on to learning modules (T3), or even keep track of other on-

line students’ availability so that the agent could connect them with students in need (T4).

Another factor that stood out to us was the long-term and continuous nature of the

agent-mediated social support demonstrated by the participants in their storyboards. All

the AI agents in the storyboards interacted with the student on a continuous basis instead

of a one-time interaction. For instance, both T2 and T3 said that they would want their

agents to reach out to the students at the beginning of every semester or every new class.

T1 and T3’s agents also would check back with the students on their interactions with other

students introduced by the agents.

Scaffolding Remote Social Interactions. Based on the storyboards participants created

(Figure 4.4 shows two example storyboards created by T3 and T4. ), I found that the AI

agents were often used to scaffold online learners’ remote social interaction process. As I
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pointed out in the prior section that online learners encounter several obstacles during re-

mote social interaction: the difficulty to identify like-minded students and the awkwardness

to reach out to students that they don’t know. To overcome these obstacles, online learners

often used AI agents in their storyboards to scaffold their social interaction process through

identifying and introducing online learners together based on certain criteria. For example,

the agents in T1, T3, and T4’s storyboards all presented the same functionalities: identified

other online learners that the student would want to build social connections with (e.g.,

taking the same class), introduced both students together, then disappear from the conver-

sations to let the students communicate amongst themselves. This scaffolding functionality

was explicitly called out in T4’s storyboard (Figure 4.4), in which the AI agent was repre-

sented as a security blanket, a comfort and transitional object that a young child often hold

on to. In T4’s storyboard, the AI agent, represented as a security blanket, connected the

student to other students, and while the students got more familiar with each other, a.k.a.,

growing up together and growing out of the security blanket, the CA became a distant

memory.

4.2.4 Designing the AI Agent Mockup

Based on the study 1 findings, I concluded that the agent should help online students iden-

tify other like-minded students to connect, offer continuous support to online students’

changing social needs, initiate interaction with online students at the right time, and scaf-

fold online students’ social interaction process throughout. Based on these desired AI agent

functionalities, I built an AI agent mockup, shown in Figure 4.5, that could help online

learners feel more socially connected. In this mockup, I showed an AI agent named SAMI

that could mediate the social interaction process among online learners. In our mockup, I

demonstrated SAMI’s ability to constantly monitor online learners’ online activities within

the program to understand each student’s demographic information, personality, goals, their

emotion levels, etc.. SAMI could facilitate online learners’ social interaction by initiating
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(a) Part 1. (b) Part 2.

Figure 4.5: SAMI mockup in storyboard format.

conversation with the student whenever SAMI felt like the students were feeling lonely or

isolated. SAMI could reach out to the student and asked about his/her preferences in getting

social matches. SAMI would then introduce the student to a group of like-minded online

learners. Throughout the interaction process between SAMI and the student, SAMI was

able to understand students’ comments and questions and respond with natural language

accordingly. SAMI continuously learned about each student’s preferences and needs and

reached out to them when needed.

4.2.5 Co-Design Workshop Study 2: Desired Agent Social Characteristics and Ethical

Concerns

We then conducted the co-design workshop study 2, which consisted of three sessions with

three different sets of participants (as shown in Table Table 4.4). The goal of the co-design

workshop study 2 was to further explore the desired AI agent social characteristics (RQ2)

and understand the perceived social and ethical concerns of using AI agents to improve on-

line learners’ social connectedness (RQ3). I explored these two research questions through

two co-design activities: “Design Your Agent” and “Challenge Cards.”
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Table 4.4: Co-design workshop study 2 participant information. ”M” stands for ”Male”, ”F”
stands for ”Female”. The “# of Classes Completed” column indicates student’s seniority in
the program. Online students in the program usually take 1 to 2 classes per semester. The
“Challenge Cards” activity is a team activity that consists of challenge teams and solution
teams. The “Team” column reflects the team composition at each study 2 session for the
“Challenge Cards” activity.

Study 2
Sessions

Team ID Gender Age Country (Born)
# of
Classes
Completed

Session 1

T5
(Solution)

P12 F 25 United States 3
P13 M 23 United States 8
P6 M 28 United States 1

T6
(Challenge)

P14 M 24 United States 2
P15 F 26 United States 3

Session 2
T7

(Solution)
P16 M 40 Republic of Panama 8
P19 M 31 India 2

T8
(Challenge)

P17 F 23 United States 1
P18 F 35 United States 2

Session 3

T9
(Solution)

P20 M 28 Russia 2
P22 M 52 United States 3
P23 F 24 United States 1

T10
(Challenge)

P21 F 26 Bosnia-Herzegovina 2
P10 M 29 United States 4
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Figure 4.6: The five AI agent dialogues that were taken and adapted from prior litera-
ture [248, 251, 262, 263, 264] used in our co-design activity “Design Your Agent” in study
2. The agents in the dialogues were referred in the paper by the numbering on the upper
left corner of each dialogue, e.g., “agent number 1.”

Study 2 Procedure

Similar to study 1, I began each study 2 sessions by introducing the goal of the co-design

workshop sessions— to understand the design requirements as well as the potential social

and ethical challenges of an AI agent that can promote social connectedness among online

learners. The agenda of each study 2 session includes self-introduction and a short ice

breaker activity, followed by two design activities: “Design Your Agent” and “Challenge

Cards”, and ended with a short debriefing and discussion. The worksheet I used for co-

design workshop study 2 can be found here.

The goal of the first design activity “Design Your Agent” was to understand on-

line learners’ preferences about the social characteristics of AI agents. In this activity, I
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presented to the workshop participants with five different AI agent dialogues taken and

adapted from existing literatures [248, 251, 262, 263, 264]. These dialogues are shown in

Figure 4.6. I chose these agent dialogues due to the fact that these AI agents possessed a

variety of functionalities (e.g., facilitating group discussions [263], chatting with users who

experienced social exclusion [248], making small talks [262])) and social characteristics

(e.g., avatar [248, 251, 263, 264], use of emojis [248, 263, 264]) that are closely related to

our vision of an AI agent that could promote social connectedness. I asked the workshop

participants to discuss together and write down what they liked and disliked about each AI

agent’s characteristics through reading the dialogues. After participants finished discussion

on all five agent dialogues, I asked participants to draw on their preferences of these agents

and wrote down characteristics or features that the AI agent designed to help them feel

more socially connected should definitely have or not have.

The second design activity is called “Challenge Cards” [265] where participants brain-

stormed the potential challenges and the corresponding solutions to one possible version

of the AI agent that could help them feel more socially connected. In this activity, I used

the SAMI mockup as a probe to elicit participants’ reactions and thoughts. I first showed

the SAMI mockup storyboard to the participants. I emphasized that the examples in the

SAMI mockup storyboard only demonstrated SAMI’s basic functionalities and that during

the activity students could add on to SAMI’s existing functionalities and social character-

istics that they desire. I then divided the participants into two teams of two or three, the

challenge team and the solution team (team composition can be found in Table Table 4.4).

This design activity began with a 15-minute brainstorming session for each team in the

separate virtual breakout rooms: the challenge team brainstormed all potential concerns

and challenges that SAMI might elicit and the solution team brainstormed all the benefits

and desired characteristics that SAMI had. After the separate brainstorming session, par-

ticipants all came back together to the main virtual meeting room and began several rounds

of competitions. For each round of competition, the challenge team first posted a challenge
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card consisted of one potential concerns or challenge of SAMI from their brainstorming

session. The solution team then tried to come up with a solution to that challenge card,

drawing upon the desired characteristics and features of SAMI that they came up with in

their brainstorming sessions. At the end of each round of competition, the workshop fa-

cilitator came up with follow-up questions to dive deeper into the reasoning behind those

challenges and solutions that participants came up with.

Study 2 Data Analysis

The data I collected and analyzed included the video recordings of all three co-design

workshop sessions from study 2 as well as all the artifacts created by the participants during

each work shop session in study 2 (e.g., likes and dislikes of the agent dialogues, preferred

social characteristics of the AI agent to promote social connectedness, brainstorming notes

from the challenge team and the solution team, challenge cards and solution cards during

the challenge cards competition).

Our data analysis process for study 2 data is the same as the study 1 data analysis

process. I conducted two rounds of data analysis. In the first round, two researchers divided

up the co-design session materials and conducted independent review, then came together

and used affinity diagram to map out insights and distilled patterns. At the end of the first

round, we had three categories and eight themes. In the second round, the two researchers

swapped the workshop sessions for further independent review, and then came together to

group and organize new insights. We ended up with two categories and six themes.

Study 2 Findings: Desired Agent Social Characteristics

Anthropomorphism. A crucial characteristic for AI agents in general is their level of an-

thropomorphism, or human-likeness, exhibited through interactions with humans. The fa-

mous “uncanny valley” effect describes the feeling of eeriness and discomfort that users

experience when dealing with a technology that is way too human-like [266]. In both of
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my studies, I found that AI agents’ human-likeness could sift through many aspects of

the agent design and potentially elicit discomfort among users. During the “Design Your

Agent” activity in study 2, the biggest complaint that participants had about some of the AI

agents I presented was when some agents “pretend to be human” by expressing the agents’

own preferences or feelings. For example, one of the AI agent dialogues I showed the par-

ticipants involved an agent that could make small talks (Agent number 3 in Figure 4.6).

During the dialogue the agent expressed its own preferences on the different holidays and

said “I prefer to celebrate Christmas because it is a beautiful day.” When discussing their

likes and dislikes about Agent number 3 (as seen in Figure 4.6), P23 said, “It made me

uncomfortable when the AI was like ‘I have this opinion’. I don’t think you do. If it’s an AI

then they can’t feel or have an opinion.”

Other features that triggered online students’ discomfort included the use of emoji,

human avatars, and human names on the AI agents themselves. Many participants explicitly

expressed their preferences of agent avatar over agent number 3 and number 4 in Figure 4.6

where the agent avatars were just the three letters “BOT” (P6, P12, P14, P15, P21, P20,

P23). All participants preferred AI agents to explicitly say that they were agents and not

trying to be human by using human photos as avatars or human names as their names.

Social Etiquette. While the participants did not want the AI agents to exhibit human-like

characteristics, I found that the agents were expected to follow human social etiquette when

interacting with the students. Participants pointed out that AI agents should always ask peo-

ple’s feelings first before making assumptions about the users. For example, in the “Design

Your Agent” activity in study 2, P19 commented on agent number 1 (see Figure 4.6) and

said, “I liked that the agent checked in with the user. But I didn’t like that the agent kind of

had an assumption about the user feeling ignored.” P6 also said agent number 1 made as-

sumptions that the user didn’t like being in that situation: “It sounds a little condescending,

what if you didn’t want to be involved in that social situation. And you are happy about it.”

Other participants also said that “It felt like a one-sided conversation without much input

88



from the user. ” (P20, 22, 23) P23 suggested that this could be resolved by having the agent

asking more questions to gain enough context from the user.

Another instance of AI agents violating social etiquette was when the agent interjected

in the middle of a group conversation and called people out. During the discussion on

agent number 4 (see Figure 4.6), many participants appreciated that the agent was trying

to encourage group participation by asking opinions from students who hadn’t expressed

their thoughts in the group chat. However, some participants also pointed out that the AI

agent calling people out by name in the group chat might make them feel uncomfortable

(P16-P18). When asked to elaborate on that, P17 compared it to her experience interacting

with other students, “I remember there was one time a student said something a little rude

in the group chat. I just privately messaged him to say that was not cool. But some people

called him out and it even made me feel uncomfortable.” P18 agreed and suggested that, “A

better way to handle this would be direct message the students instead of calling them out

in the group chat.”

Some AI agents were also perceived as “self-centered” or “patronizing” because the

agent either ignored the user’s message or sounded bossy. For instance, for agent number 3

dialogue (see Figure 4.6), many participants believed that the agent ignored the user’s mes-

sage. P18 said, “This one seemed to be ignoring what the user said... they are just talking

about themselves” This was further echoed by P20, P22, and P23. P6 also said, “I wouldn’t

reply back at all. The agent’s response doesn’t progress the conversation forward.” When

talking about agent number 2 (see Figure 4.6), some participants found the agent’s sugges-

tion to be patronizing. P21 said, “I feel like it’s almost patronizing at the end saying ‘You

should...’ It’s like someone is telling me to do something. It’s off-putting for me. Especially

it’s a bot, like I know you don’t care.”

Intelligence. Students’ desire for highly intelligent AI agents mostly centered around the

agents’ conversational intelligence in language comprehension. One example of this was

the AI agent’s ability to infer implicit information from the conversations. For example,
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many participants expressed their preferences for agent number 2 (see Figure 4.6) in the

“Design Your Agent” activity. P14 said, “I did like that the counselor was able to draw

some information that wasn’t explicitly given from the user.” P12 also said she liked that

the agent was able to infer the user was under a lot of stress because of the deadline. When

talking to AI agents, participants want the agents to exhibit human-level conversational

intelligence. P13 said, “I liked it (that the agent was able to infer context) because when

you’re talking to a real person, that’s what they do. If you told your friend that I haven’t

been able to sleep, and your friends know the context in your life and they say, oh that’s

because you’ve been working too hard preparing for the exam ... That’s how you talk to

a real person. Whereas with a lot of bot they just keep asking you your order number a

hundred times and you can’t really get anything out of it. ”

Participants also preferred that the agent could comprehend free text instead of pre-

set answer choices. In the “Design Your Agent” activity in agent number 1 dialogue, the

user only answered with “Yes.” and that there were pre-set answer choices for the users

to choose from. While some participants found this to be convenient and straightforward,

other participants also believed that this made the interaction seem “unnatural” and that they

would prefer to communicate freely with the CA like communicating with other humans.

Study 2 Findings: Social and Ethical Concerns of SAMI

Privacy. Participants displayed conflicted feelings surrounding the use of student data. On

one hand, students were concerned about the continuous and large-scale data collection

that SAMI demonstrated— all the challenge teams raised concerns on data privacy, that

students might not feel comfortable having SAMI reading all their data (T6, T8, T10) and

that students might stop asking questions on the discussion forum due to SAMI’s continu-

ous monitoring (T8, T10). On the other hand, a highly personalized agent-mediated social

interaction experience was also desired by the students— the desired characteristics and

functionalities of SAMI that the solution team brainstormed all highlighted SAMI’s po-
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tential capabilities to know more about the students through large-scale data collection on

students’ degree progress (T7), students’ course schedule (T7), students’ preferences and

availability for social meet ups (T9), students’ postings on the discussion forum (T9), and

students’ location data for in-person meet ups (T9).

During the challenge cards competition rounds, online learners further discussed their

concerns around data privacy and offered some potential solutions to address these con-

cerns. For example, in session 1, both T6 and T8 posted the challenge that students may

not feel comfortable with SAMI reading all of students’ data within the online program. T5

proposed a solution accordingly to mitigate students’ concerns by offering explicit consent,

opt-in/out process for students, and that students should be able to control what data SAMI

could have access to the entire time. T7’s solution to this issue was similar, by propos-

ing that the data SAMI collected stay locally and that proper measures such as two-factor

authentication to be implemented to protect sutdents’ privacy. However, after some dis-

cussion, students also agreed that these measures were not the perfect solutions to the data

privacy challenge. As P14 accurately put, “Informed consents are good at establishing legal

distance but not good at establishing user trust.” In session 3, T10 posted the challenge that,

given SAMI had access to students’ private conversations on the discussion forum, it might

stop students from reaching out to the instructors. T9 proposed that students could easily

opt in and out of what kind of data to share with SAMI. However, when we followed up and

asked if the participants thought opting-in and out would be sufficient to protect students’

privacy, participants also acknowledged that it might not. P22 said, “Even something is

labeled as ‘anonymous’, nothing is truly anonymous these days. But proper anonymization

for all of students’ data and that SAMI could remove students’ data according to students’

request would help mitigate privacy concerns.”

Emotional Burden. While SAMI’s goal was to reduce students’ emotional burden and

isolation by connecting students with others, some students pointed out that the use of

SAMI might counter its goal, and instead add on to students’ emotional burden. For exam-
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ple, during their brainstorming sessions of the potential challenges SAMI could have, T6

pointed out that students might feel embarrassed if they had to use SAMI to make friends.

This point was echoed by other participants, saying that students might feel like they were

incapable of basic social interaction and that they even needed an AI agent to help them

do that. T10 also pointed out that SAMI could also hurt students’ feelings unintentionally

when trying to initiate interaction (P10). Specifically, in the SAMI mockup storyboard that

I created, SAMI reached out to the student Lisa and said “I am sensing that you are feel-

ing lonely...” Participants pointed out that telling students they were lonely might make

students feel uncomfortable.

In the challenge cards competition and the debriefing sessions later, participants further

discussed the issue of emotional burden, specifically when system transparency could add

on to students’ emotional burden. I discussed with the student that in the mockup when

SAMI initiate the interaction with the student, I felt like it was necessary for SAMI to ex-

plain why the interaction was initiated and hence SAMI started the conversation by saying

“I am sensing that you are feeling lonely... ” Participants said that offering transparency into

why SAMI initiated the interaction was desired, however, it would be better if SAMI could

stick to factual language and avoid using emotional words like “lonely.” P14 said, “When

putting it in particular terms it might risk people interpreting it in the wrong way and

add to students’ emotional burden.” P17 also agreed that wording would be important to

avoid adding emotional burden to students: “If SAMI said ‘you haven’t checked in with

your classmates for a while, would you want to check in?’, that would be much better than

‘are you lonely?”’ As P23 summarized, the way SAMI communicated messages should be

based on facts instead of trying to convey the idea that “the machine understands you.”

Misinterpretation by SAMI. Another set of ethical and social challenge that online learn-

ers brought up was the possibility of SAMI misinterpreting students’ social needs or prefer-

ences. Part of this concern stemmed from participants’ uncertainty about how accurate were

SAMI’s inferences made from students’ online digital footprints. For example, participants
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were concerned about SAMI misunderstanding a student’s social needs (T6), misinterpret-

ing students’ “emotional level” (T6, T10), or misconceiving students’ level of desire for

social connections (T8). Participants further elaborated on their concerns about SAMI mis-

understanding their emotional level. T6 pointed out that emotions do not change linearly

and could fluctuate frequently. Inferring students’ emotion from their online posts on the

discussion forum might miss the time that students actually need help. T10 was also doubt-

ful that SAMI could infer students’ emotion level just based on students’ discussion posts

which were often centered around class assignments.

To resolve this challenge, participants offered several strategies that could improve

SAMI’s accuracy in making inferences about the students. Both T5 and T7 proposed that

SAMI should always check with the student to confirm the accuracy of SAMI’s inferences

made and that students should have the ability to correct SAMI’s inferences if they were

inaccurate. T7 also pointed out that students’ social needs and preferences tend to change

over time. In order to improve the accuracy of SAMI, SAMI could continuously keep track

of students and adjust the inferences accordingly.

However, even if SAMI could make highly accurate inferences from students’ online

footprints, other challenges remain such as the malicious usage of SAMI. Both T6 and

T10 believed that people’s online profile could be completely different than their actual

persona. Online persona could also be easily manipulated to achieve individual goals. One

example that T6 gave was that if SAMI could provide more academic help when students

were frustrated with the course material, some students might take advantage of this and

intentionally present themselves as frustrated in order to gain more help on their assign-

ments. Another rather extreme example given by T6 was that this could also be leveraged

by cyberbullies. A hypothetical example would be that a bully would pretend to be the same

type of people that they tend to bully in order for SAMI to connect them to the group of

potential victims that they could bully.
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4.2.6 Discussion

These findings offer insights into online learners’ desired functionalities and social charac-

teristics of AI agents that can promote social connectedness among online learners. Specif-

ically, I identified online learners’ desire for in-situ agent-mediated social support through

continuous monitoring as well as the need for AI agents to scaffold their social interaction

process. Based on these findings, I summarized and distilled several design implications

for AI agents’ functionalities and social characteristics from a human-centered perspective

in Table 4.5.

I also identified online learners’ discomfort about the AI agents could be triggered

through agents’ expressions of opinions or preferences. Online learners also wanted the

AI agent to follow social etiquette and be aware of the context during interactions. These

findings also shed light on the perceived social and ethical challenges of using AI agents

to mediate social interactions among online learners, including concerns about privacy,

emotional burden, and misinterpretation. While students’ concerns of privacy and misin-

terpretation of their online learning data have also been suggested by prior work in learn-

ing analytics [210, 212], collecting and analyzing online learners’ data for social purposes

presents new unique challenges on students’ perception of privacy and the possibility of AI

agents adding emotional burden during agent-mediated social interaction.

The present study raises the concern that when data collection and analysis by AI serves

social purposes, students could be more open and inclined to share their data in agent-

mediated social interaction comparing to data collection and analysis for learning purposes.

Even though the large-scale data collection and monitoring of the AI agent raised online

learners’ privacy concerns [216] during my study, having a highly personalized agent-

mediated social interaction experience was also highly desired by online students. Prior

research in social matching [31] also suggests that users are often more willing to sacrifice

their data privacy to gain more accurate and personalized social matches due to humans’

inherent social nature [31]. However, what online learners did not show concerns about was

94



Ta
bl

e
4.

5:
T

hi
s

ta
bl

e
su

m
m

ar
iz

es
th

e
de

si
gn

im
pl

ic
at

io
ns

ba
se

d
on

ou
r

fin
di

ng
s

on
on

lin
e

le
ar

ne
rs

’
de

si
re

d
fu

nc
tio

na
lit

ie
s

an
d

so
ci

al
ch

ar
ac

te
ri

st
ic

s
of

A
Ia

ge
nt

s
th

at
ca

n
he

lp
on

lin
e

le
ar

ne
rs

fe
el

so
ci

al
ly

co
nn

ec
te

d.
W

e
al

so
lis

te
xa

m
pl

es
of

ho
w

to
im

pl
em

en
te

ac
h

de
si

gn
im

pl
ic

at
io

ns
.

C
at

eg
or

ie
s

D
es

ig
n

Im
pl

ic
at

io
ns

E
xa

m
pl

es

H
el

p
on

lin
e

st
ud

en
ts

id
en

tif
y

ot
he

r
lik

e-
m

in
de

d
st

ud
en

ts
to

co
nn

ec
t.

Id
en

tif
y

an
d

co
nn

ec
t

st
ud

en
ts

w
ho

ar
e

in
te

re
st

ed
in

re
ad

in
g,

or
st

ud
en

ts
w

ho
ar

e
st

ru
gg

lin
g

w
ith

th
e

sa
m

e
as

si
gn

m
en

t.

O
ff

er
co

nt
in

uo
us

su
pp

or
t

to
on

lin
e

st
ud

en
ts

’
ch

an
gi

ng
so

-
ci

al
ne

ed
s.

C
on

tin
uo

us
ly

up
da

te
on

lin
e

st
ud

en
ts

’
so

ci
al

ne
ed

s
an

d
pr

ef
er

-
en

ce
s

by
ch

ec
ki

ng
w

ith
th

e
st

ud
en

ts
or

m
on

ito
ri

ng
th

ei
r

on
lin

e
ac

tiv
iti

es
.

Fu
nc

tio
na

lit
ie

s
In

iti
at

e
in

te
ra

ct
io

n
w

ith
on

-
lin

e
st

ud
en

ts
at

th
e

ri
gh

tt
im

e.
In

co
rp

or
at

e
ad

va
nc

ed
A

It
ec

hn
iq

ue
st

o
m

ak
e

in
fe

re
nc

es
ab

ou
ts

tu
-

de
nt

s’
re

al
-t

im
e

st
at

us
(e

.g
.,

em
ot

io
na

ls
ta

te
,l

on
el

in
es

s)

Sc
af

fo
ld

on
lin

e
st

ud
en

ts
’

so
ci

al
in

te
ra

ct
io

n
pr

oc
es

s
th

ro
ug

ho
ut

.

In
tr

od
uc

e
on

lin
e

st
ud

en
ts

to
ge

th
er

w
ith

ic
e-

br
ea

ke
r

qu
es

tio
ns

or
sc

he
du

le
m

ee
tu

ps
an

d
so

ci
al

ev
en

ts
ba

se
d

on
st

ud
en

ts
ch

ed
ul

e.

H
av

in
g

pe
rs

on
al

ity
is

no
tn

ec
-

es
sa

ry
.

Pe
rs

on
al

ity
co

ul
d

be
ne

ut
ra

lw
ith

ou
to

ve
rl

y
ex

pr
es

si
ng

hu
m

or
s

or
em

ot
io

ns
.

U
se

no
n-

hu
m

an
lik

e
av

at
ar

s
an

d
na

m
es

.
A

si
m

pl
e

“B
O

T
”

av
at

ar
co

ul
d

co
nv

ey
cl

ea
rl

y
th

at
th

e
ag

en
ti

s
no

t
a

hu
m

an
.

So
ci

al
C

ha
ra

ct
er

is
tic

s
D

on
’t

pr
et

en
d

to
be

hu
m

an
s.

A
I

ag
en

ts
sh

ou
ld

av
oi

d
sa

yi
ng

th
in

gs
lik

e
“I

pr
ef

er
to

ce
le

br
at

e
C

hr
is

tm
as

.”
w

hi
ch

im
pl

ie
s

th
at

th
e

ag
en

th
as

op
in

io
ns

or
pr

ef
er

-
en

ce
s.

Fo
llo

w
so

ci
al

et
iq

ue
tte

du
ri

ng
co

nv
er

sa
tio

ns
.

A
I

ag
en

ts
sh

ou
ld

no
ti

gn
or

e
us

er
s

or
us

e
se

em
in

gl
y

co
nd

es
ce

nd
-

in
g

la
ng

ua
ge

su
ch

as
“y

ou
sh

ou
ld

do
X

.”

H
ig

h
co

nv
er

sa
tio

na
l

in
te

lli
-

ge
nc

e
in

la
ng

ua
ge

co
m

pr
e-

he
ns

io
n.

U
nd

er
st

an
d

th
e

co
nt

ex
to

f
cu

rr
en

tc
on

ve
rs

at
io

ns
th

ro
ug

h
cu

es
by

fr
ee

te
xt

.

95



the fact that the AI agent also collects and analyzes data from private conversations between

the AI agent and individual students. Existing literature has pointed out that AI agents could

elicit more private and sensitive personal information (e.g., credit card information [102])

from the users comparing to humans [217, 102, 218]. This is due to people’s "general ma-

chine heuristics" which refer to people’s rule of thumb that AI agents as machines, when

compared to humans, are perceived as more trustworthy and secure [102]. Combining with

the social purposes of agent-mediated social interaction, AI agents’ capability of encour-

aging deep self-disclosure, and students’ heightened trust in schools collecting and using

their data [15], a concern is that online students could be put in an even more vulnerable

position to have their data exploited in agent-mediated social interactions.

Modest concerns regarding the communication of learning analytics results to students

have been raised in prior literature. However, the social nature of agent-mediated social

interaction poses new social challenges of AI agents adding to online learners’ emotional

burden when they are socially isolated. In my study, online learners pointed out that the

AI agent’s emotional language to convey system transparency in initiating the conversa-

tion with students, “I am sensing that you are feeling lonely...” could add on to students’

emotional burden. While AI agents communicating in emotional and judgemental language

could cause harm to users has been hypothesized in prior literature [217], my findings pro-

vide empirical evidence to validate this concern. Therefore, designers should be mindful of

the languages that AI agents use when communicating with students who could be feeling

socially isolated to avoid adding further emotional burden on them. While communicating

transparency about AI agents’ working mechanism is highly desired [233, 235], AI agents

should stick to factual, unbiased, and non-judgmental language [217, 245] when communi-

cating with students. For example, if students’ emotional states were monitored and used to

initiate interactions, AI agents should avoid using emotional labels such as “I am sensing

that you are lonely...” but could explain the initiation by communicating analytics-based

language like, “I noticed you have lower forum activity than normal...”
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4.2.7 Limitations and Future Research

While this work offers important design and ethical implications on using AI agents to

promote online learners’ social connectedness, this work has several limitations. First, this

study assumed that AI agent, or even technology in general, could help improve online

learners’ social connectedness. This assumption could have influenced participants’ ideas

of what is possible to help reduce their feelings of social isolation. Second, the perceived

social ethical challenges of agent-mediated social interaction were elicited based on one

AI agent mockup that I created. I acknowledge that there could be many ways in which AI

agents can facilitate and scaffold online learners’ social interaction and we encourage future

research to further examine the social and ethical concerns in other types of agent-mediated

social interaction. Third, all participants were recruited from the OMSCS program at Geor-

gia Tech. Therefore participants in our study could have more, or less, concerns compared

to online students in other disciplines that are less technology-centered. Future work should

replicate our study with online students in less technology-centered disciplines (e.g., liberal

arts) to gather a complete range of concerns that online learners might have about agent-

mediated social interaction. Finally, our findings might not be applicable to other forms

of online learning environment such as Massive Online Open Classes (MOOC) or online

learning programs at undergraduate or K-12 level.

4.3 Reflections & Takeaways

In this chapter, I described two studies conducted to understand the human-centered de-

sign of AI-mediated social interaction in the context of online learning, where AI-mediated

social interaction is urgently needed. Through these studies, I identified online learners’

current practices and challenges in building remote social connections in online learning

such as the lack of visibility of social signals, diminished awareness of potential social

companions, decreased accountability in social behaviors, and the lack of spontaneity and
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randomness in online learning environment. I discussed design opportunities for AI sys-

tems to mitigate these challenges through promoting social translucence and bridging the

social-technical gap, highlighting the promising potential of using human-like AI agents

to mediate remote social interactions. Based on these findings, I then conducted co-design

workshops with online learners to derive a set of design guidelines that detailed the desired

functionalities, social characteristics, and ethical concerns of using AI agents to mediate

remote social interactions.

Through qualitative and design approaches, these two studies took online learning as

an exemplar of large-scale learning context to understand the design of AI-mediated so-

cial interaction through online learners’ perspectives. However, both of these studies were

conducted with OMSCS students at Georgia Tech, which presents certain limitations on

the design implications. While efforts were spent on balancing the participants’ gender and

age diversity in each study, the OMSCS students are computer science students who are

more tech-savvy and have more positive view on AI technologies than average online stu-

dents. Findings from these studies are also more applicable to online for-degree programs

with structured courses like the OMSCS program compared to other online learning envi-

ronment such as MOOCs. Future work should replicate these studies with students from

non-CS majors and online learning environment with less structures to provide design im-

plications that could be transferable to other online learning contexts.

The findings from these two studies highlight the tension between AI design from the

students and AI design for the students. The first study underlined online learners’ pref-

erences for human-like AI agents to mitigate the social-technical gap in remote social

interactions by providing naturalness and spontaneity; yet the second study surfaced on-

line learners’ concerns for such human-like AI agents that could present privacy and even

emotional harms due to agents’ human-like characteristics and functionalities. This ten-

sion underlines the need for future human-AI interaction to maximize the benefit of AI

agent’s human-like features while mitigating potential harms stemmed from perceived AI
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anthropomorphism. This highlights the design direction for human-AI communication to

carefully manage and account for people’s perceptions of AI. Inspired by human’s ToM

capability to manage their impressions of each other through MToM during human-human

communications, the rest of this thesis presents three studies, each corresponding to one

stage of the MToM framework, to understand the ToM construction, recognition, and revi-

sion process of both the human’s and the AI’s iterative interpretations of each other. Next

chapter begins this series of empirical exploration by presenting a study that examines the

first MToM stage— ToM construction— through investigating online learners’ longitudinal

perceptions of a virtual teaching assistant.
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CHAPTER 5

TOM CONSTRUCTION: AI’S CONSTRUCTION OF HUMAN’S

INTERPRETATION OF THE AI

This chapter explores the first stage of the MToM framework for human-AI communica-

tion in AI-mediated social interaction: ToM Construction: AI’s construction of human’s

interpretation of the AI.

Figure 5.1: Chapter 5 explores ToM construction: AI’s construction of human’s interpreta-
tion of the AI.

The ToM construction stage describes the ToM process of AI constructing human’s in-

terpretation of the AI based on human’s communication feedback. ToM construction is the

fundamental stage of achieving MToM in human-AI communication. An AI system capa-

ble of automatically inferring and constructing human’s perceptions of the AI would allow

the AI system to generate communication feedback that can intentionally shape people’s

perception of the AI. This would also help alleviate the current one-sided communication

burden on users, who had to constantly adjust their mental model of the AI system through

an arbitrary trial-and-error process to elicit desired responses [142, 22]. In this chapter, I

100



explore the following research question:

RQ2. How can AI automatically construct students’ perceptions of AI in human-AI

communication?

Constructing accurate human interpretation of the AI requires the AI system to extract

valid communication cues from human’s communication feedback. Human’s communi-

cation feedback can take many forms such as language, gestures, facial expressions, etc.

However, most of these communication cues are lost due to the asynchronous nature of

large-scale learning environment, especially online learning. Textual communication is the

most prevalent form of communication in online learning environment. Examining valid

linguistic cues that can reflect students’ perceptions of the AI from students’ communi-

cation feedback is thus at the core of the ToM construction stage. Constructing student’s

perception of the AI through linguistic cues would enable AI agent’s ToM capability as

shown in Figure 1.2 in chapter 1, where the AI agent can automatically detect the student’s

inaccurate perception of the AI agent and respond accordingly to correct their misinterpre-

tation of the AI.

To understand this problem, this chapter presents a longitudinal survey study that exam-

ined students’ long-term perceptions and textual communications with a question-answering

AI agent deployed as a virtual teaching assistant in an online class. Virtual teaching assis-

tant, similar to AI social facilitator SAMI, plays a critical social role in the online stu-

dent community to provide informational support to individual students. The question-

answering functionality of such virtual teaching assistants provide abundant amount of

textual information to conduct experiments to extract valid linguistic signals that can pre-

dict student perceptions. Through longitudinal surveys and linguistic analysis, I found that

students’ perceptions of the AI agent fluctuated significantly over time, even when the AI

agent did not exhibit any learning capability. I also found that linguistic characteristics of

students’ utterances to the AI agent can reflect their perceptions, specifically likeability,

intelligence, and anthropomorphism, of the AI agent. This study established the feasibility
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of equipping AI systems with the ToM-like capability to automatically construct students’

changing perceptions of the AI through language analysis.

5.1 Introduction

Conversational Agents (CAs)1 are becoming increasingly integrated into various aspects of

our lives, providing services across healthcare, entertainment, retail, and education. While

CAs are relatively successful in task-oriented interactions [267, 268], the initial promise of

building CAs that can carry out natural and coherent conversations with users has largely

remained unfulfilled due to both design and technical challenges [269, 270, 271]. This

“gulf” between user expectation and experience with CAs [272] has led to constant user

frustration, frequent conversation breakdowns, and eventual abandonment of CAs [272,

273, 271].

Conducting smooth conversations with users becomes even more crucial when CAs are

deployed in online communities, especially those catering to vulnerable populations such

as online health support groups [274] and student communities [275]. These community-

facing CAs often serve as a critical part of the community to ensure smooth interactions

among community members and provide long-term informational and emotional support.

However, these community-facing CAs face two unique challenges: the need to carry

out smooth dyadic interactions with individual community members, and the need to re-

spond accordingly based on the community’s shifting perceptions [276, 277]. In fact, the

community-facing nature of the CA adds new complexity— each dyadic interaction with

individual members is visible to other community members, which can not only change

the community’s perception of the CA, but can also impact other community members,

i.e., unsatisfactory interaction with one individual might also frustrate others [278].

Inspired by the MToM framework, I posit that equipping CAs with an analog of ToM

that can automatically identify user perceptions about the CAs would improve human-AI
1Unless indicated otherwise, I use CAs to refer specifically to disembodied, text-based conversational

agents.
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communication process as well as user experience. While research has explored ways along

the realm of identifying user perceptions of CAs to facilitate dyadic human-AI interactions,

these studies, most of which are qualitative in nature, are not only difficult to scale, but also

lack directly feasible algorithmic outcomes that could be integrated into CA architecture

to automatically recognize user perception about the CA. For community-facing CAs that

are known to have fluid social roles in online communities [270], we presently lack a clear

understanding of how community perception of CAs evolve over time, and whether the

very dyadic interactions between humans and CAs in community settings reveal any signal

related to user perceptions.

I thus note a gap in theory and practice in automatically and scalably understanding hu-

man perceptions of a community-facing CAs at both individual and collective level. Draw-

ing on the dynamics of human-human interactions, this paper explores a first step towards

designing for MToM in long-term human-CA interactions by examining the feasibility of

building community-facing CAs’ ToM. Specifically, I target two research questions in this

study:

RQ 2.1: How does a community’s perception of a community-facing CA change over

time?

RQ 2.2: How do linguistic markers of human-AI interaction reflect perception about

the community-facing CA?

I examine these research questions within the context of online learning, where community-

facing CAs are commonly seen to provide informational and social support to student

communities [279, 275, 35]. I deployed a community-facing question-answering (QA)CA

named Jill Watson [40, 280, 281] (JW for short) in an online class discussion forum to

answer students’ questions for 10 weeks over the course of a semester. I collected stu-

dents’ bi-weekly self-reported perceptions and conversations with JW for further analysis.

I discuss changes in the student community’s long-term perception of JW and examine the
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relationship between self-reported student perceptions of JW and linguistic attributes of

student-JW conversations such as verbosity, adaptability, diversity, and readability. Regres-

sion analyses between linguistic attributes and student perceptions of JW reveal insightful

findings such as readability, sentiment, diversity and adaptability positively vary with de-

sirable perceptions, whereas verbosity varies negatively.

5.2 Study Design

5.2.1 Study Overview

Current study seeks to understand longitudinal changes of community perception of a

community-facing CA and the feasibility of leveraging linguistic markers to infer user per-

ceptions of a community-facing CA. To explore these questions, I deployed a community-

facing (QA)CA named “Jill Watson (JW)” in an online class discussion forum to answer

students’ class logistic questions throughout the semester. I then collected students’ bi-

weekly perceptions of JW and extracted linguistic characteristics from student-JW con-

versations over the course of the semester (see Figure 5.2 for detailed study design). I

selected our survey measures and linguistic features with the goal of ultimately building

CA’s ToM— survey measures were designed to gauge students’ perception of JW from

three dimensions: anthropomorphism, intelligence, and likeability; linguistic characteris-

tics were suggested by prior literature to have the potential of reflecting people’s perception

of the CA. I discuss them in detail in the following sections.

5.2.2 Design and Implementation of JW

JW is an ML-based question-answering CA designed to answer students’ questions about

class logistics. It uses three machine learning models with each model being trained with

the same data. When a user asks a question, the question is passed to all three models. The

final output of the models is used to select a pre-programmed response (greetings + relevant

information in the syllabus). The models were trained using training questions generated
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Figure 5.2: Study design and timeline. S0-S5 represents the survey data. T1-T5 represents
our division of class discussion forum data based on the survey distribution timeline. In the
regression analysis, I used survey data as ground truth to tag student interaction with JW in
each time frame. For instance, I used S1 to tag forum data from T1, S2 to tag T2, and so
on.

from a knowledge base. The knowledge base was created using a syllabus ontology and

the course syllabus. JW thus cannot learn from outside information (student responses or

feedback) over time. Implementation details of similar previous versions of JW can be

found in Goel and Polepeddi (2016) [40].

I deployed JW on the class discussion forum at the beginning of the second week ( Fig-

ure 5.2). JW was only active on dedicated “JW threads” where JW read and provided

responses to each post to only questions posted in those threads. Students were encouraged

to post their class-related questions on this thread if they wanted an answer from JW. To

keep students engaged throughout the semester, I posted a new “JW thread” every week on

the discussion forum and encouraged students to keep asking questions to JW. Table 5.1

shows a list of example question-answer pairs between the students and JW on the class

discussion forum.

Throughout my study, I intentionally did not specify JW’s working mechanism or ca-

pabilities to the students so that the information would not bias the students’ perception of
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JW. The students were only told that JW was a virtual agent who could answer their ques-

tions about the class. JW’s working mechanism and implementation were only revealed

after all the survey data was collected.

5.3 Examining Changes in Student Perceptions about the AI Agent

5.3.1 Data Analysis

To explore changes in students’ perceptions of JW throughout the semester, I deployed

six bi-weekly surveys (See Appendix B for the adapted survey instrument) for students to

self-report their perceptions of JW. Inspired by the MToM theoretical framework, I inten-

tionally selected perception metrics that could capture students’ holistic social perceptions

of JW and potentially reflect long-term changes in perceptions of JW, instead of the com-

monly measured post-hoc perceptions of CA functionalities (e.g., accuracy or correctness

of response).

In particular, I adapted a validated survey instrument measuring user perception of

robots in human-robot interactions [282], also previously applied in human-CA interac-

tion settings [283]. In my specific setting of student-JW interactions, my surveys inquired

students to self-report their perceptions about JW along three dimensions: 1) anthropomor-

phism, 2) intelligence, and 3) likeability. In addition, I also asked the students to report

how/if they interacted with JW in the past two weeks (e.g., read other students’ interactions

with JW, posted questions to JW).

Data. I started with an initial total dataset of 1513 responses from S0 to S5. I consolidated

all our responses to build our final dataset that included all valid, complete responses from

students who indicated that they interacted with JW by either reading through other stu-

dents’ interactions or posting questions to JW. I ended up with a total of 1132 responses

from S0 to S5 (NS0 = 260, NS1 = 201, NS2 = 171, NS3 = 171, NS4 = 164, NS5 = 165).

My analyses did not include S0 survey results that indicate students’ expectation of
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Figure 5.3: Student perceptions of JW over time. To provide more context, the plot marks
the due dates of Exam 1, Exam 2, and Final Project. Note that students in this class also
have weekly written assignments.

JW prior to actual interactions as I am more interested in examining long-term changes

in student perception after at least some initial interaction. It is also well-established in

the literature that people often have unrealistically high expectations for CAs [272, 273].

My findings replicate this similar pattern from prior literature, that students’ perception

decreased compared to their initial perception (or expectation) as per S0, as is revealed

in Figure 5.3, which plots the aggregated community perception about JW over the course

of the semester.

5.3.2 Findings

Next, to understand if student perception of JW changed significantly after initial interac-

tions, I performed Kruskal-Wallis test [284] on students’ self-reported perception of JW

from S1 to S5. Kruskal-Wallis test is a non-parametric, omnibus test, which I used because

the data is not normally distributed based on the results of a Shapiro-Wilk normality test

(p < 0.001). I then conducted further post-hoc pairwise comparison to examine differences
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Table 5.2: Summary of comparison in students’ bi-weekly perceptions of JW. I report
Kruskal-Wallis test results for each perception metrics from S1 to S5, the posthoc pair-
wise comparison z statistic (Dunn Test), and effect size (Cohen’s d). p-values are reported
after Bonferroni correction (* p<0.05, ** p<0.01).

Anthropomorphism
Measure z d

S1 and S2 -0.60 0.08
S1 and S3 -1.47 0.17
S1 and S4 -2.82* 0.31
S1 and S5 -1.88 0.21
S2 and S3 -0.83 0.10
S2 and S4 -2.14 0.22
S2 and S5 -1.23 0.13
S3 and S4 -1.32 0.13
S3 and S5 -0.41 0.04
S4 and S5 0.90 0.10
Kruskal-Wallis χ2(4) = 9.55 ∗ ∗

Intelligence
z d

-1.63 0.16
-2.32 0.25

-3.26** 0.33
-2.13 0.22
-0.66 0.09
-1.59 0.18
-0.49 0.06
-0.93 0.09
0.16 0.02
1.09 0.11

χ2(4) = 11.81∗

Likeability
z d

0.67 0.06
0.69 0.06

-0.59 0.05
0.04 0.00
0.02 0.00

-1.20 0.11
-0.60 0.06
-1.22 0.11
-0.62 0.06
0.60 0.05
χ2(4) = 2.09

between each bi-weekly perception report. Dunn Test result shows significant differences

in perceived anthropomorphism between S1 and S4: z = −2.82, p = 0.02, and significant

differences in perceived intelligence between S1 and S4: z = −3.26, p = 0.01. I reported

the detail test results and effect sizes in Table 5.2.

Anthropomorphism. Anthropomorphism is the attribution of human characteristics to

non-human objects such as computers and CAs. Anthropomorphism is a widely studied

yet highly debatable design characteristic of CA—on one hand, intentionally building CAs

with more humanlike attributes can improve user trust[285, 286], make the CA more ap-

proachable and ease user interactions [287, 288]; on the other hand, the famous “Uncanny

Valley” effect [289] indicates that highly anthropomorphized CA could evoke people’s neg-

ative feelings towards the CA [266] as well as setting unrealistic user expectations on CA’s

capabilities [272]. Changes in perceived anthropomorphism over time is thus an important

quality to investigate as it could significantly affect people’s expectation of the CA and thus

influence trust-building and long-term human-agent relationship [290]. Kruskal-Wallis test

found students’ self-reported perceived anthropomorphism after initial interaction with JW

changed significantly over time from S1 through S5: χ2(4) = 9.55, p < 0.05. Post-hoc pair-
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wise comparison found S1 and S4 differ significantly: z = −2.82, p < 0.05. This indicates

that CAs’ perceived humanlikeness by the community can vary over time, even when the

agent has zero learning ability and adaptability.

Intelligence. Intelligence refers to the perceived level of intelligence of the CA by the

community, in other words, how much users perceive the CA as an intelligent being. Even

though building artificially “intelligent” machines has been a unfulfilled promise due to

various technical and feasibility challenges [270, 282], users tend to expect their CAs

to be “smart” [273], thus creating a gap between user expectation and CA’s true intelli-

gence. CA’s knowledge is also one of the key components identified in people’s mental

model of CA [96]. Therefore, perceived intelligence plays an important role in how peo-

ple perceive, evaluate, and interact with the agent. However, it is unclear whether peo-

ple’s perception about the CA’s intelligence change over time. In this study, Kruskal-

Wallis test found that the perceived intelligence of JW changed significantly from S1 to

S5: χ2(4) = 11.811, p < 0.05, specifically, post-hoc pairwise comparison shows that per-

ceived intelligence reported in S1 and S4 differ significantly: z = −3.26, p < 0.01. This

highlights a CA’s perceived intelligence is an important attribute to consider when building

long-term human-AI relationships.

Likeability. Likeability refers to how likeable the interlocutor is perceived by others. In

human interactions, likeability has been suggested to induce positive affect, increase per-

suasiveness, and foster favorable perceptions [291, 292]. Since people often treat comput-

ers as social actors [93, 282], perceived likeability is a potential factor that could influence

long-term relationship-building. Kruskal-Wallis test could not find statistically significant

changes in students’ self-reported likeability of JW over time: χ2(4) = 2.0947, p = 0.72.

This result could be attributed to the fact that positive first impression in human interactions

typically plays a crucial role in long-term likeability [293]. Another reason could be that

students initial perception of JW remains the same over time since JW was intentionally
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designed to be a basic CA without learning ability.

Correlation Between Perception Measures. I also conducted Spearman correlation test,

a non-parametric correlation test, to examine the relationship between these three percep-

tion measures. Spearman correlation results show that perceived anthropomorphism and

intelligence have a strong positive relationship (rs = (0.74), p < 0.001), intelligence and

likeability have a moderately strong positive realtionship (rs = (0.62), p < 0.001), and an-

thropomorphism and likeability have a low positive correlation (rs = (0.51), p < 0.001).

This result suggests that even though the three measures of perception are considered to be

somewhat independent [282], that may not be the case in my data. That is, according to my

data, students’ perception of desirability along the three measures are in similar direction,

a general increasing trend in one would likely convey in a general increasing trend in the

other two.

Summary and Interpretation. Through analyzing students’ bi-weekly self-report of their

perception of JW, I conclude that JW’s perceived anthropomorphism and intelligence sig-

nificantly changed over time, but perceived likeability did not significantly vary in the

long run. These findings help me understand how community perceptions of a community-

facing CAs change. This bears implications on designing community-facing CAs to be able

to adapt to community’s changing perceptions of the CA in the long run. I also found the

three measures of self-reported perceptions to be inter-correlated, shedding light that these

measures may not be very disentangled (or independent) in users’ mental models.

5.4 Language Reflects Student Perceptions about the AI Agent

In this section, I examine the relationship between how the students perceived and linguis-

tically interacted with JW. To do this, I collected the conversation logs between students

and JW from all the weekly question and answering threads on the public discussion forum

and then extracted linguistic features for further data analysis. With the goal of exploring
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the feasibility of building a ToM for CAs, the linguistic measures were chosen due to their

known potential in reflecting users’ holistic perceptions of CAs, which I refer to relevant

research and describe in more details in the following sections. I also discuss the findings

and implications for designing human-CA interactions.

5.4.1 Data Analysis

First, I link students’ linguistic interactions with JW in a block of time with their imme-

diate next self-reported perception about JW as ground-truth. For example, if a student

made multiple posts to JW from week 4 to week 6 (T2) and reported their perception of JW

in week 6 (S2), then for this student, I derive language features of T2 to understand their

self-reported perception in S2. Such an approach enables me to examine if the linguistic

interaction between a student and JW in a block of time can predict how they would per-

ceive the agent immediately at the end of that time block. This leads me to a total of 551

pairs of linguistic interactions and self-reported perceptions with N(T1) = 157, N(T2) = 86,

N(T3) = 126, N(T4) = 96, N(T5) = 86.

Next, I build linear regression models. Linear regression is known to help interpret con-

ditionally monotone relationships with the dependent variable [294]. In particular, I build

three linear regression models where each model uses one of the three perception measures

as the dependent variable. I draw on prior research to derive a variety of linguistic attributes

(features) from the language interactions which include verbosity, readability, sentiment,

diversity, and adaptability [295, 296]. I use these linguistic features as independent vari-

ables in the models. As both perception and linguistic interactions could be a function of

time, I include an ordinal variable of the week of the datapoint as a covariate in the models.

Further, I control the models with an individual’s baseline language use, particularly the

baseline average number of words computed over all the posts made by the same individ-

ual. Equation 5.1 describes the linear regression models, where P refers to the measures of

anthropomorphism, intelligence, and likeability.
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Table 5.3: Coefficients of linear regression between students’ perception (as dependent
variable) and language based measures of interaction with JW (as independent variables).
Purple bars represent the magnitude of positive coefficients, and Golden bars represent the
magnitude of negative coefficients. . p<0.1, * p<0.05, ** p<0.01, *** p<0.001.

Anthropomorphism Intelligence Likeability
Measure Coeff. p Coeff. p Coeff. p

Baseline Avg. Num. Words 0.15 *** 0.16 *** 0.13 ***
Week 0.06 *** 0.06 *** 0.03 **
Verbosity
Num. Unique Words -3.34 ** -3.37 ** -3.91 *
Complexity -1.33 *** -1.82 *** -2.00 ***

Readability 2.33 *** 2.41 *** 3.00 ***
Sentiment 0.10 0.69 ** 0.64 ***
Linguistic Diversity 0.17 *** 0.09 0.20
Linguistic Adaptability 1.02 ** 1.53 *** 2.55 ***
Adjusted R2 0.85 *** 0.93 *** 0.95 ***

P ∼ Baseline+Week+V erbosity+Readability+Sentiment+Diversity+Adaptability

(5.1)

Summary of Models. Our linear regression models reveal significance with R2(Anth.) =

0.85, R2(Intel.) = 0.93, R2(Like.) = 0.95; all with p < 0.001. Table 5.3 summarizes the

coefficients of each dependent variable. First, I note the statistical significance of the con-

trol variables, week and baseline word use. I find that people who are more expressive are

more likely to have a positive perception of the agent on all three perception measures.

I find verbosity to be negatively associate with each measure of perception, while adapt-

ability, diversity, and readability positively associate with student perception of JW. Next,

I describe my motivation, hypothesis, operationalization, and observation for each of the

linguistic features below.
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5.4.2 Findings

Verbosity. In human-human conversations, we tend to use shorter and less complex sen-

tences when talking to a kid from sixth-grade versus when talking to an adult co-worker [297].

The verbosity of conversational language we produce thus depends on our mental model

of how intelligent we perceive our interlocutor to be, which will drive the way we commu-

nicate our cognitive planning and execution of thoughts to others [296]. Translating from

human-human to human-CA conversational settings, verbosity may vary on the basis of

how intelligent and human-like we perceive the CA to be [298]. Hill et al. found that hu-

mans use less verbose and less complicated vocabulary when communicating with CAs,

as compared to human-human conversations [298]. Further, the human-likeness of a CA

could be judged based on the length of words used [299]. Someone who perceives a CA to

be more human-like or more intelligent would likely use more verbose language. Accord-

ingly in our setting, I hypothesize that greater verbosity is associated with a more positive

perception of JW.

Drawing on prior work [298, 295], I use two measures to describe the verbosity of

students’ posts: 1) length and 2) linguistic complexity. I operationalize length as the number

of unique words per post, and complexity as the average length of words per sentence [295,

296].

The regression model ( Table 5.3) suggests that both verbosity attributes show negative

coefficients with all the perception measures along with statistical significance. This rejects

our hypothesis. Contrary to prior research and popular belief [298, 300, 299], my findings

suggest that students who used more number of unique words per post or more complex

language tended to perceive JW as less human-like, less intelligent, and less likeable. I

construe that more verbose and complex language could plausibly cause the CA to fail in

providing supportive or efficacious responses, leading to undesirable CA perception.
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Readability. Readability refers to the level of ease readers can comprehend a given text [301].

Psycholinguistic literature values readability to be a key indicator of people’s cognitive be-

havior, and prior work has adapted this measure to understand conversational patterns in

online communities [296, 295, 302]. While this measure has not been studied in the con-

text of human-AI interactions, from the perspective of MToM, the readability of students’

questions posted to JW can convey their perception of JW’s text-comprehension ability.

Therefore, I examine readability to understand students’ interaction with JW. However,

considering an analogy from human-human to human-AI conversations, I hypothesize that,

higher readability is an indicator of a more positive perception about the CA.

To capture the readability of students’ posts to JW, I calculate the Coleman-Liau Index

(CLI). CLI is a readability assessment that approximates a minimum U.S. grade level re-

quired to understand a block of text, and is calculated using the formula: CLI = 0.0588L

−0.296S− 15.8, in which L is the average number of letters per 100 words and S is the

average number of sentences per 100 words [303].

The regression model shows that readability is positively associated with all three di-

mensions of student’s perception of JW with statistical significance: anthropomorphism

(2.33), perceived intelligence (2.41), and likeability (3.00). This result supports our hypoth-

esis, suggesting that readability is a strong predictor of students’ perception and positively

varies with perception. This could be associated with an underlying intricacy that the more

readable the question is, the more successful the CA response is, and the more satisfied (or

positively perceiving) the users are.

Sentiment. During human-CA conversations, the emotion we convey through our language

is often a manifestation of whether CA’s perceived performance matches our expectations

of the CA [272]. In fact, sentiment analysis has been used to detect customer satisfaction

with customer service chatbots and yielded positive results [304]. Besides the perceived

likeability of the CA, sentiment in the language is also positively associated with the per-

ceived naturalness of the human-CA interactions [305, 298]. While there is a lack of evi-
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dence on how sentiment in wording can be associated with perceived intelligence, intelli-

gence is one of the key desired characteristics people expect from a CA [287]. Therefore,

I hypothesize that sentiment in students’ questions posted is positively associated with a

positive perception of JW.

To measure the sentiment of each post to JW, I used the VADER sentiment analysis

model [306], which is a rule-based sentiment analysis model that provides numerical scores

ranging from -1 (extreme negative) to +1 (extreme positive).

The regression model ( Table 5.3) shows a lack of evidence to support our hypothesis in

the case of anthropomorphism, but a statistically significant support for hypothesis related

to perceived intelligence (0.69) and likeability (0.64) with positive coefficients. The current

study setting that JW was deployed in is considered a formal academic environment and

thus themed discussion related to coursework is more common. I believe in settings where

the affective language is much more prevalent (e.g., on online Reddit communities), senti-

ment might play a strong role in reflecting people’s perception of a community-facing CA.

Linguistic Diversity. Depending on our perception of the interlocutor, the linguistic (and

topical) diversity of our language could vary, i.e., the diversity of the conversation topics

or the richness of language used. Linguistic diversity has been suggested to correlate with

perceived intelligence during human-human interactions [297]. In human-CA interactions,

when the CA behaves in a more natural and authentic way, users also tend to employ a

richer set of language, conveying positive attitudes towards the CA [305]. Therefore, I

hypothesize that the greater the linguistic diversity is, the more positive students perceive

JW.

I draw on prior work [307, 295] to obtain linguistic diversity, and use word embed-

dings for this purpose. Word embeddings represent words as vectors in a higher dimen-

sional latent space, where lexico-semantically similar words tend to have vectors that are

closer [308, 309, 310]. In our case, for each post to JW, I first obtain its word embedding

representation in 300-dimensional latent lexico-semantic vector space using pre-trained
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word embeddings [309]. I then compute the average cosine distance from the centroid of

all the posts by the same user in each two-week period before corresponding surveys. This

operationalizes the measure of lexico-semantic diversity of each student’s post to JW.

According to the regression model, I find a lack of support for my hypothesis for per-

ceived intelligence and likeability, whereas, a statistically significant support for my hy-

pothesis on anthropomorphism which shows a positive coefficient (0.17). This finding adds

some support to previous work on human-CA interaction that suggested positive associa-

tion between high lexico-semantic diversity and perceived human-likeness of the CA [305].

Contradictory to observations related to human-human interactions [297], my observations

suggest that people’s linguistic diversity does not necessarily indicate how intelligent one

perceives an agent to be.

Adaptability. As humans, we tend to adapt to each other’s language use during conver-

sations due to our inherent desire to avoid awkwardness in social situations [30]. Prior

research suggested that people often mindlessly apply social rules and etiquette to com-

puters [311], it is thus possible that we also adapt our language when conversing with a

CA. In fact, prior work suggests that we are able to adapt our speech pattern accordingly

based on whether the interlocutor is a human or a CA [298], suggesting that adaptability

of our speech pattern could be an indicator of our perception of interlocutor’s intelligence,

human-likeness, as well as likeability. Human users are more likely to build desirable per-

ceptions about a CA if CA response is adapted and customized to human questions, as

opposed to templated responses (e.g., “Thank You”, “Sorry”) [295]. Therefore, I hypoth-

esize that adaptability is positively associated to perceived anthropomorphism, likeability,

and intelligence.

Motivated by Saha and Sharma’s approach [295], I measure adaptability as the lexico-

semantic similarity between each question-response pairs of student-JW interactions, oper-

ationalized as the cosine similarity of word embedding representations of the questions and

responses. As in the case of diversity, I use 300-dimensional word embedding space [309].
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The regression model indicates that adaptability positively associates with anthropo-

morphism (1.02), intelligence (1.53), and likeability (2.55), all with statistical significance.

This supports my hypothesis, and aligns with prior research on how people employ different

speech patterns depending on if the interlocutor is a CA or a human [298]. My observations

suggest that adaptability is a valid predictor of the perceptions of JW. I construe that if stu-

dents receive adaptable responses, they are more likely to perceive JW as more human-like,

likeable, and intelligent.

Summary and Interpretations. I examine the relationship between linguistic features of

student-JW conversations and student perception of JW through regression analysis. I find

that verbosity negatively associates with student perception of JW, whereas readability,

sentiment, diversity, and adaptability positively associate with anthropomorphism, intelli-

gence, and likeability. My findings suggest the potential to extract linguistic features to

measure community perceptions of CA during conversation, and thus enable the CA to

constantly understand and provide desirable responses that match with user perception. It

is important to note that the relationship between linguistic measures and three measures

of student perception of JW is of the same degree and direction.

5.5 Discussion

My findings provide empirical evidence on the long-term variations in a community’s per-

ception of a community-facing CA as well as the feasibility of inferring user perceptions

of the CA through linguistic features extracted from the human-CA dialogue. Specifically,

I found the student community’s perception of JW’s anthropomorphism and intelligence

changed significantly over time, yet perceived likeability did not change significantly. The

regression analyses reveal that linguistic features such as verbosity, readability, sentiment,

diversity, and adaptability are valid indicators of the community’s perceptions of JW. Based

on these findings, I discuss the implications of leveraging language analysis to facilitate
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human-AI interactions. Then, I present the challenges and opportunities for designing adap-

tive community-facing CAs.

5.5.1 Language Analysis to Design Human-AI Interactions

This work demonstrates that leveraging linguistic features extracted from human-CA con-

versations has the potential to improve human-CA interactions. This technique, if properly

integrated into the CA design, would fulfill the promise of building truly “conversational”

agents. My findings indicate that language analysis can be used to automatically infer a

community’s perception of a community-facing CA. This opens up the potential of using

language analysis to design CAs that can automatically identify the user’s mental model

of the CA, which allows the CAs to provide subtle hints in responses to guide the user in

adjusting their mental model of the CA for a continuous and efficacious conversation.

In my study, even though JW is a question-answering(QA) CA designed to only fulfill

students’ basic informational needs, I was able to infer student perceptions through lan-

guage features extracted from these simple QA dialogues. My findings resonate with prior

work that also revealed the potential of using language analysis on question-answering

conversational data between users and QA agents to infer conversation breakdowns [80].

I believe that in more sophisticated conversational settings where the human-CA interac-

tions go beyond basic informational needs, and interactions that involve multimodal data

(e.g., voice and visual communications), one can extract more nuanced descriptions of user

perceptions about CAs. This would lead us to draw insights that can facilitate constructive

and consistent human-CA dialogue.

I also note that student-JW interactions were situated in a much more controlled en-

vironment compared to many possible settings for human-CA interactions. For instance,

the discussions in the online course forum are supposed to be thematically coherent about

course work. Additionally, students are expected to self-present in a desirable and civil

fashion—there are various online and offline norms and conventions that people tend to
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follow in academic settings [312]. On the other hand, discussions on a general-purpose

online community (e.g., Reddit), including those which are moderated, can not only have

diverse and deviant discussions but can also include informal languages [313]. These kinds

of data can add noise to automated language models, and it opens up more research op-

portunities to examine how language in general-purpose online communities reflect the

individual and collective perception about a community-facing CA.

Besides helping CAs understand how they are perceived by the users during interac-

tions, language can also potentially indicate user preferences about the CA in a particular

context and thus inform future design of CAs. For example, in my regression analyses, lin-

guistic measures such as sentiment and diversity reflect similar directionality (see Table 5.3)

among the correlation between the three perception measures— I find a positive associ-

ation between JW’s perceived intelligence and likeability, but weak correlation between

anthropomorphism and likeability. In particular, sentiment extracted from the student-JW

conversation is significantly associated with both intelligence and likeability, yet not signif-

icantly associated with perceived anthropomorphism. It is thus worth considering whether

human-likeness is a more important factor to consider comparing to an agent’s intelligence

demonstrated through providing informational support when designing virtual teaching as-

sistants like JW. This finding also provides more evidence to the long-standing debate of

whether CAs should be designed as humanlike as possible [266, 314], suggesting that user’s

preference of whether CAs should be humanlike is highly dependent on CA’s role and use

contexts.

5.5.2 Designing for Adaptive Community-Facing AI Agents

Prior work proposed seven social roles that community-facing CAs could serve within on-

line human communities [270] yet how to quickly detect and measure people’s perceptions

and expectations of how the CA should behave when serving different social roles remained

unexplored. This work opens up the opportunity to operationalize the desired social roles
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of community-facing CAs in terms of specific dimensions of CA perceptions. For example,

when CA serves as a social organizer to help community members build social connections,

the community could expect the CA to behave more humanlike and more likeable instead of

more intelligent. These expectations could potentially be identified and monitored through

linguistic cues, as demonstrated by our work. This operationalization can help community-

facing CAs quickly identify the community’s expectations and produce behaviors that are

better aligned with their perceived social roles within the community.

While prior research suggested community-facing CAs’ shifting social roles over time

within online communities [315, 270, 316], my examination of long-term changes in the

student community’s perception about JW provides empirical evidence on the specific vari-

ations in the community’s perception of the agent. Our findings indicate that community-

facing CA’s perceived anthropomorphism and intelligence are more nuanced and fluid char-

acteristics and thus require more frequent assessment for the CAs to adjust their behaviors

within the community accordingly. JW’s perceived likeability did not change significantly

in our study, suggesting that designers could have more leeway in monitoring CA’s per-

ceived likeability. However, the reasoning behind JW’s stable perceived likeability within

the community requires further examination— it could be because long-term likeability

perception is highly dependent on first-impression [282], or it could be a result of JW’s

stable performance over the semester due to its lack of learning ability.

One foreseeable challenge when designing adaptive community-facing CAs using lin-

guistic cues to construct user perception of the CA is to distinguish the intention of each

message— whether the user asked a genuine question or just trying to game the system;

or whether the user’s reply was intended for the CA or other community members. While

people employ strategies such as changing appearances to manage their self-presentation in

daily lives [30], people also manage their self-presentation through linguistic cues on pub-

lic online platforms, depending on the perceived audience [317, 318, 319]. For community-

facing CAs, every dyadic human-CA interaction is visible to other community members as
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well. People thus might take advantage of this opportunity to not only gain support from

the CA but also to modulate their responses to help manage their self-presentation within

the community. For example, people might intentionally limit their emotional expression

through language so that they don’t appear “stupid” for thinking a CA could interpret the

emotional elements in the language [312]; or people might purposefully reply with ques-

tions that can help them appear more humorous than to receive a correct answer from the

CA. There are several occurrences of this in our study when students ask JW questions that

are clearly out of scope for JW, such as “What is the meaning of life?” or “What is your

favorite character in Game of Thrones?”.

5.6 Limitations and Future Work

This work has some limitations. The results might not be transferable when human-CA

interaction takes place in private dyadic interaction contexts. This work investigates the

feasibility of inferring student perception of a community-facing CA through linguistic fea-

tures extracted from dyadic human-agent interaction on a public discussion forum. Student

perception and interaction with the agent thus might be biased by other students’ interac-

tions with the agent on the public forum, which I point out as a unique challenge to design

for community-facing CAs that carry out dyadic interactions within human communities.

Future research aimed at designing adaptive CAs in dyadic interactions could replicate the

current study in one-to-one human-CA interactions.

This work took a formative step towards understanding people’s perception of a CA

through linguistic features. The findings are correlational and we cannot make causal claims.

Future work that accounts for unobserved confounds can lead to better insights into human-

AI perceptions and interactions. We also recognize more qualitative or mixed-methods ap-

proaches are needed to gain deeper insights into people’s reasoning and intention behind

their linguistic behaviors when conversing with a CA. For example, in this study, students

could be intentionally testing if JW learned anything from their previous questions by post-
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ing the exact same questions from previous JW threads; or students might be frustrated by

JW’s learning ability and thus intentionally post difficult questions on the public thread —

there is no way to evaluate this quantitatively, and future qualitative research could shed

light on this issue.

To quantify student’s perception of JW, I used a standardized measure taken from

human-robot interaction that includes anthropomorphism, intelligence, and likeability [282].

However, the measurement I adopted does not suggest that these are, or should be, the stan-

dard dimensions of user perceptions of CA— in fact, prior research already suggested that

there are different interpretations of how users build their mental models of CAs [96, 97].

I am, however, hopeful that language analysis can reveal the different dimensions of peo-

ple’s perceptions about CAs during interactions. Future research should replicate the cur-

rent study using different measurements of the user’s mental model about CA to provide

more evidence on the potential of language analysis.

Finally, this work took place in a computer science class with computer science master

students. These students perceptions of CAs might be more prone or less prone to changes

than students who have less technical background, and these students might communicate

with the CAs using different vocabularies (e.g., simpler words) than other students with

non-technical background. Future work is required to understand the generalizability of

these findings to a broader set of students with more diverse background and varying levels

of technical skills.

5.7 Reflections & Takeaways

This chapter explores the first stage of the Mutual Theory of Mind framework for human-

AI communication— ToM construction: AI’s construction of human’s interpretation of the

AI. Through a longitudinal survey study while deploying an AI agent as a virtual teach-

ing assistant in an online class, this study showed that students’ collective perceptions of

the AI agent evolve over time even when the AI does not have any learning capability
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over time. I also found that linguistic characteristics such as readability and verbosity of

the students’ utterances to the AI can reflect their perceptions of the AI (e.g., AI’s intelli-

gence). This work established the feasibility to equip AI systems with ToM-like capability

of constructing humans’ perceptions of the AI through linguistic characteristics of humans’

communication feedback.

While this chapter presents a preliminary study demonstrating the validity of extract-

ing people’s perceptions of AI through linguistic cues embedded in their utterances, fu-

ture work should examine this technique further in more diverse human-AI communication

contexts. Current study focused on the student community’s perception of a single AI agent

through postings on public discussion forum in a computer science class. Hence the find-

ings might not be generalizable to more prevalent form of daily one-to-one human-AI com-

munication, especially for users with varying levels of AI literacy who might communicate

and perceive AI agents differently than students in the OMSCS program. In one-to-one

human-AI communications, individual’s perceptions of the AI agent might also change

more rapidly due to frequent back-and-forth conversation turns between the individual and

the AI agent. This presents an opportunity for future work to explore techniques that can

enable AI agents’ rapid calibration of people’s perceptions of the AI agent at each conver-

sation turn.

For AI system to better construct and calibrate people’s perception throughout human-

AI communication, it is critical to understand how people change their perceptions of the

AI agent through the AI’s communication feedback. In MToM in human-AI communi-

cation where both the human and the AI possess ToM-like capability, the human is able

to recognize how they are interpreted by the AI through AI’s communication feedback,

which could cause a shift in people’s perception of the AI. However, it is not yet clear how

much or how often such perception shifts occur during human-AI communication where AI

can communicate its interpretation of human characteristics. Understanding the frequency,

magnitude, and possible factors that could prompt people’s perception change after recog-
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nizing AI’s interpretation of them can provide design and technical implications on how

AI systems should predict and respond to people’s changing perceptions of the AI. The

next chapter presents two studies that explored this problem in the ToM recognition stage

by examining student’s reactions and perception changes of the AI agent in the face of AI

misinterpretation in AI-mediated social interaction.
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CHAPTER 6

TOM RECOGNITION: HUMAN’S RECOGNITION OF AI’S INTERPRETATION

OF THE HUMAN

This chapter examines the second stage of the MToM framework for human-AI commu-

nication in AI-mediated social interaction: ToM Recognition: Human’s Recognition of AI’s

Interpretation of the Human.

Figure 6.1: Chapter 6 explores ToM recognition: human’s recognition of AI’s interpretation
of the human.

The previous chapter explored the ToM construction stage from the AI’s perspective to

examine how communication cues from the human’s communication feedback can inform

the AI’s construction of human’s interpretation of the AI. The ToM recognition stage, on

the other hand, emphasizes on the human’s perspective and describes the ToM recognition

process of how AI’s communication feedback can inform the human’s recognition of the

AI’s interpretation of the human. In AI-mediated social interaction, humans are able to

recognize AI’s interpretation of their characteristics such as social preferences and needs

through AI’s social recommendations, as shown in Figure 1.2 in chapter 1. For example, if
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the AI recommended a student with others who are interested in hiking, the student could

infer that the AI has interpreted their hobby as hiking, and that the AI interpreted their

social needs as connecting with others enjoying similar hobbies. While such personalized

experiences provided students with much convenience to find social connections, students

also expressed their concerns about being misinterpreted by the AI system in the studies

conducted in chapter 4.

In AI-mediated social interaction, even AI systems with supposedly high accuracy in

interpreting humans can make mistakes and misinterpret people’s characteristics. Such AI

misinterpretations, or misrepresentations, in AI-mediated social interaction can not only

have negative consequences on people’s perceptions of AI [22], but also cause concerns and

potential reputational harms for students, as suggested by my studies described in chapter 4.

Understanding people’s reactions and perceptions of the AI after encountering AI mis-

representations could offer valuable insights into whether and how people changed their

intuitions, beliefs, and reactions of AI in the face of AI misrepresentations, providing crit-

ical implications for the human-centered design and development of mitigation and repair

strategies to minimize potential harms when such AI systems inevitably err. This chapter

examines the following research question:

RQ3. What are students’ perceptions and reactions to the AI after recognizing AI’s

(mis)interpretations of them in AI-mediated social interaction?

In this chapter, I examined this question by contextualizing it in one type of AI-mediated

social interaction— AI-facilitated team matching. There has been an increasing use of

hyper-personalized AI systems that can recognize students’ personality traits to facilitate

school project team formations in higher education [320, 321, 322, 323]. However, stu-

dents’ reactions and perceptions of AI misrepresentation of their most intimate personality

traits have not been explored. Through semi-structured interviews and a large online sur-

vey experiment, I found that people’s existing and newly acquired AI knowledge plays a

critical role in shaping their perceptions and reactions after encountering AI misrepresenta-
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tions. Findings from this chapter provides a descriptive account of how people navigate AI’s

misinterpretations through people’s evolving AI knowledge and provided implications for

designing and developing responsible mitigation strategies that consider people’s evolving

AI knowledge to reduce potential harms when AI fails to capture accurate interpretations

of people’s characteristics.

6.1 Introduction

Recently, a plethora of hyper-personalized AI systems that can profile users’ characteristics

and traits have been deployed in people’s daily lives, with the ultimate goal of providing

personalized shopping, music, and social media recommendations. As these systems be-

come more advanced in profiling people’s most personal and complex traits such as per-

sonalities and emotions [33, 99, 32], they sometimes give people the illusion that “machines

can read our minds” [46]. This illusion has led to various—rather concerning—reactions

and perceptions of AI with people attributing AI with beyond-human expertise at reading

people’s emotions and personalities [47, 45]. However, people’s perceptions and reactions

of AI when this illusion is broken in the face of AI misrepresentations have not yet been

explored.

AI misrepresentations is one type of AI fallibilities when AI misinterprets people’s most

intimate and complex traits like personality and emotions, aspects where people possess the

most self-awareness. Prior work has suggested that AI mistakes on human-AI tasks could

erode people’s trust and social perceptions (e.g., anthropomorphism, intelligence, likeabil-

ity) of the AI [135, 324]. However, when faced with AI misrepresentations of people’s

most intimate traits, people may dismiss it based on their self-awareness, resulting in lack

of adherence and trust in AI; or people might exhibit unwavering trust in AI, allowing it to

persuade them into accepting false information about themselves.

To understand people’s reactions and perceptions of the AI after encountering person-

ality misrepresentations by AI, I seek to explore three research questions:
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• RQ3.1. What perceptions and reactions do students have about the AI after encoun-

tering AI misrepresentations of their personality traits in AI-facilitated team match-

ing?

• RQ3.2. How do students change their perceptions of the AI after encountering AI

misrepresentations of their personality traits in AI-facilitated team matching?

• RQ3.3. What factors contribute to students’ perception changes after encountering

AI misrepresentations of their personality traits in AI-facilitated team matching?

To answer these research questions, I conducted semi-structured interviews with twenty

college students (Study 1) and a large survey experiment (Study 2) with 198 students on the

Prolific platform. In both studies, I took a Wizard-of-Oz approach to fabricate intentionally

inaccurate/accurate personality inferences based on participants’ personality ground truth.

I showed participants in both studies their “AI-generated personality inferences” to elicit

their perceptions and reactions of AI misrepresentations. I found that people’s existing and

newly acquired AI knowledge plays a critical role in shaping their perceptions and reactions

after encountering AI misrepresentations. Specifically, I pinpointed three rationales that

people adopted through knowledge acquired from AI (mis)representations: AI works like

a machine, human, and/or magic. These rationales are highly connected to their reactions

of over-trusting, rationalizing, and forgiving of AI misrepresentations. I also found that

people’s existing AI knowledge, i.e., AI literacy, significantly moderate the level of changes

in people’s overall trust after encountering AI misrepresentations.

6.2 Study Overview

To examine people’s reactions and perceptions of AI after encountering AI misrepresen-

tations, I conducted two studies using a mixed-methods approach. The first study (Study

1) focuses on qualitatively exploring students’ perceptions and reactions to AI after en-

countering AI misrepresentations, and the second study (Study 2) focuses on quantitatively
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Figure 6.2: Study flow diagram that shows the procedures of Study 1 and Study 2. Study 2
occurred after Study 1 was concluded. All personal inferences shown to participants were
either accurate or inaccurate based on the condition assigned to the participants.

examining the factors, specifically AI literacy, contributed to the variations in students’ per-

ceptions of the AI after encountering AI misrepresentations. Given that AI output is often

non-deterministic and thus difficult to control and manipulate, I took a Wizard-of-Oz ap-

proach to fabricate and control the accuracy of the AI inferences— in both studies, human

researchers fabricated all the AI inferences based on participants’ personality ground truth,

collected in the preliminary survey in each study. To prevent raising participants’ suspi-

cions when shown fabricated AI inferences, they were not presented with the inferences

until at least a week after they completed the preliminary survey.

To compare and contrast participants’ reactions and perceptions of AI misrepresenta-

tions, I divided all participants into two conditions in both studies: participants in the accu-

rate condition received accurate “AI inferences,” and the inaccurate condition received in-

accurate “AI inferences.” In both studies, participants were asked to evaluate AI-generated

inferences based on students’ self-introduction paragraphs, which will be used by an AI

agent named SAMI (stands for “Social Agent Mediated Interaction”) to match them with

potential teammates for a school project.

In Study 1, I conducted user study sessions to understand students’ reactions and per-

ceptions (RQ3.1, RQ3.2) of the AI after encountering AI (mis)representations by showing

them different SAMI inferences, including inferences about themselves. Based on our ob-

servations in Study 1, I revised some of the measurements and replicated Study 1 as a
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survey experiment without the semi-structured interview part. I conducted Study 2 on the

Prolific crowdsourcing platform to obtain a larger sample to examine changes in students’

perceptions (RQ3.2) and factors that contributed to those changes (RQ3.3). Both studies

were approved by the IRB at Georgia Institute of Technology. Before Study 1, I conducted

a pilot study with 14 people to test out the study procedure and the SAMI inference fabri-

cation process.

6.3 Study 1: Understanding Students’ Perceptions and Reactions to AI Misrepre-

sentation

In this section, I first describe the method I used in Study 1, including recruitment, study

setup, and study procedure. I then talk about my data analysis process. Finally, I present

my findings on students’ perceptions and reactions to SAMI misrepresentations.

6.3.1 Study 1 Method

Study 1 Participant and Recruitment

I conducted remote 60-minute user study sessions with 20 current students, all recruited

from a large public U.S. technology institute. I recruited the participants by posting the

recruitment message on the institute’s Reddit and by broadcasting the recruitment email to

different departments and programs, especially non-STEM programs, within the institute

to increase sample diversity. My recruitment message invited students to evaluate an AI

agent SAMI that could perform team matching by drawing inferences from students’ self-

introduction. Students signed up for the study by filling out a preliminary survey.

In the preliminary survey (see Appendix section C.3), students wrote a paragraph of

self-introduction as a free-flowing essay to introduce themselves to SAMI. They then com-

pleted a 44-item Big Five personality survey measurement to provide ground truth of their

personality. Students were then asked about level of technology proficiency (“Beginner”,

“Intermediate”, or “Expert.”), general attitude towards AI technology on a scale of “1-Very
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negative” to “5-Very positive”, as well as their demographic information, level of study,

major, academic or professional background.

I received 110 valid preliminary survey responses. I sent out follow-up invitations in

batches to balance sample diversity and ended up with 20 participants in total. I then evenly

assigned these participants to either the inaccurate or accurate condition (10 participants in

each condition) while balancing the sample diversity in each condition. The median age

of the participants was 20 years old. There were 15 undergraduate students and 5 master’s

students in my study. Their gender breakdown is as follows: women (n=10), men (n=7),

non-binary (n=2), one participant did not report their gender. Participants came from a

variety of majors, with mostly intermediate tech proficiency, and varying general attitudes

toward AI. Table Table 6.1 shows the information for all the participants in Study 1.

Fabricating SAMI Inferences

I took a Wizard of Oz approach and let human researchers fabricate SAMI’s personality

inferences to control for inference accuracy. The fabrication of SAMI inferences was based

on (1) participants’ ratings of each statement on the Big Five personality test, and (2) the

condition (either accurate or inaccurate) the participant was assigned to. Participants in the

accurate condition would receive accurate inferences, which would consist of all the state-

ments they rated as “4-agree” or “5-strongly agree” in the personality test, or the reverse

of the statements they rated as “1-strongly disagree” or “2-disagree” in the personality test;

Participants in the inaccurate condition would receive inaccurate inferences, which would

consist of all the statements they rated as “1-strongly disagree” or “2-disagree” in the per-

sonality test, or the reverse of statements that they rated as “4-agree” or “5-strongly agree”

in the personality test. I illustrated this fabrication process in Figure 6.3 below.

When selecting statements from the personality test, I picked the three dimensions with

the most extreme scores, while excluding dimensions with a neutral score of three out

of five. I also restricted the length of SAMI’s inferences for each participant to about 10
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Table 6.1: Study 1 participant information. In the Gender column, “W” stands for
“Woman”, “M” stands for “Man”, “NB” stands for “Non-Binary.” In the Level of Study
column, “UG” stands for “Undergraduate.” In the Major column, “Eng.” stands for “En-
gineering”, “Comp.” stands for “Computational.” In the Tech Proficiency column, partici-
pants self-reported their technology proficiency as “Beginner”, “Intermediate” or “Expert.”
In the Attitudes Toward AI column, participants self-reported their attitudes toward AI on a
scale 1-5: 1-Very Negative, 2-Neutral to Negative, 3-Neutral, 4-Neutral to Positive, 5-Very
Positive.

Condition ID Age Gender Study
Level

Major Tech
Proficiency

Attitudes
Toward
AI (1-5)

Accurate
Condition

(n=10)

P14 22 W UG Psychology Intermediate 4
P19 18 W UG Psychology Intermediate 2
P22 28 W Master Digital Media Intermediate 3
P26 21 M Master Digital Media Intermediate 3
P29 19 W UG Neuroscience Intermediate 2
P30 31 W Master HCI Expert 4
P33 19 M UG Chemical Eng. Intermediate 4
P34 19 NB UG Comp. Media Intermediate 5
P37 20 M UG CS Expert 5
P40 19 M UG Computer Eng. Intermediate 5

Inaccurate
Condition

(n=10)

P16 19 W UG Psychology Intermediate 4
P17 21 W UG Psychology Intermediate 3
P21 19 NB UG Psychology Expert 4
P23 20 W UG Psychology Intermediate 2
P24 23 W Master HCI Intermediate 4
P28 20 W UG Business Admin Intermediate 4
P35 22 M Master CS Expert 4
P36 22 M UG Industrial Eng. Expert 3
P39 21 No Report UG Biology Intermediate 4
P41 18 M UG Computer Eng. Expert 4

statements to remove the potential effect of inference length on participants’ perception of

SAMI. In the Big Five personality test, some statements were inherently positive and some

statements were inherently negative. To remove the potential effect of the sentiment of

SAMI inferences on students’ perceptions and reactions to SAMI, I composed each SAMI

inference with about 40% negative inference and 60% positive inference. I composed an

inference fabrication guideline to document these rules and procedures (see Appendix sec-

tion C.1) and closely followed the guideline when fabricating SAMI inferences.
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Figure 6.3: This figure shows the sample and my inference fabrication process for the sam-
ple student. The top half of this figure shows one of the samples I showed to the participants
that is inaccurate. The bottom half of this figure shows how I utilized participants’ person-
ality ground truth filled out in the preliminary survey to fabricate inferences for them based
on the condition they were assigned.

I began each session by emphasizing to the participants that they should share their hon-

est opinions, both positive and negative. Each study session had two parts. In the first part,

participant was shown two samples of self-introductions and SAMI’s inferences, then asked

to fill out perception measurements (see Appendix section C.4) to record their baseline per-

ceptions of SAMI in terms of trust [325] and social perceptions (likeability, perceived intel-

ligence, anthropomorphism) [282]. Participant was then shown their own self-introduction

and SAMI’s inferences about them, then asked to fill out the same measurements. The goal

was to record students’ perceptions of SAMI immediately after each SAMI inference was

presented to them. The two samples (see Appendix section C.2) were written by real stu-

dents from the pilot study. SAMI’s inferences about the sample students were fabricated in

the same way as described in Appendix section section C.1. SAMI’s inferences for one of

the samples were generated to be inaccurate, and the other one accurate. The samples were

shown in random orders to remove potential order effects.

The second part of the session was a semi-structured interview to go through partici-
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pants’ reactions and perceptions of SAMI after encountering AI (mis)representations. Dur-

ing the interviews, I asked participants to walk me through their reactions to each of the

SAMI inference, what they thought about SAMI after seeing each inference, and how they

thought SAMI extracted the inferences. Throughout the interview, I used the perception

measurements as a probe to provide basis for them to elaborate on their perceptions of

SAMI after seeing each inference. I then debriefed the participants about the fabrication

process of SAMI’s inferences. I addressed any comments and questions that participants

had and then provided compensation of USD $25 gift card. All the study sessions were

conducted remotely on Zoom and all lasted around 60 minutes. The session and interview

protocol is attached in Appendix section C.2.

6.3.2 Study 1 Data Analysis

All sessions were video recorded and transcribed for data analysis. I adopted Braun and

Clarke (2006)’s Reflexive Thematic Analysis (RTA) approach [326, 327] in my analy-

sis. RTA encourages researchers to embrace their stance and assumptions during analysis.

This differs from other qualitative data analysis approaches such as grounded theory and

codebook approach that value objectivity and removing researcher bias, which does not

allow enough flexibility for researchers to actively participate in the data analysis process.

Two researchers participated in the analysis to collaboratively discuss and iterate on

themes that emerged from the data using RTA approach. We followed the analysis pro-

cess outlined in Braun and Clarke (2006). We generated our initial codes in two rounds

by first dividing the 20 transcripts among the two researchers for independent coding,

then swapped the transcripts for a second round of independent coding. After the initial

codes were generated, the two researchers frequently met to discuss, review, and search for

themes. The first round of analysis generated 16 domain categories (e.g., folk theories of

SAMI) and 163 codes (e.g., believing SAMI’s misrepresentation). By comparing our sec-

ond round codes with the first round codes and domain categories, we distilled five themes
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(e.g., tendency to overtrust AI) and 27 codes (e.g., attributing human inference-making

process to SAMI). We continued to review and search for larger themes and ended up dis-

tilling two bigger themes to understand students’ perceptions and reactions to SAMI after

encountering AI misrepresentations, which I present in detail in the next section.

6.3.3 Study 1 Findings: Interpreting and Reacting to AI after Encountering AI (Mis)representation

I first confirmed that our manipulation of SAMI inference accuracy was largely effective. I

compared students’ baseline accuracy rating of SAMI’s inferences after seeing the samples

and their experiment accuracy rating of SAMI’s inferences after seeing their own infer-

ences. I found that in the accurate condition, the accuracy rating largely increased from

baseline rating to experiment rating, with a median increase of 1 out of 5; in the inaccu-

rate group, the accuracy rating largely decreased from the baseline rating to the experiment

rating, with a median decrease of 0.5 out of 5. However, it is worth mentioning that some

participants’ accuracy ratings did not change between baseline and experiment (n=1 in the

accurate condition, n=3 in the inaccurate condition).

Next, I present the findings from Study 1 to understand students’ reactions and percep-

tions of SAMI after encountering AI (mis)representations. I first describe three rationales

that participants adopted through knowledge acquired from SAMI (mis)representations to

interpret how SAMI worked: SAMI works like a machine, a human, and/or magic. I then

describe participants’ reactions of over-trusting, rationalizing, and forgiving of SAMI mis-

representations, highlighting that these reactions were highly connected to the rationales

that we pinpointed.

Interpreting SAMI: Machine? Human? Or Magic?

Based on the interviews with the participants, I found that participants acquired new knowl-

edge from SAMI (mis)representations. Such newly acquired knowledge prompted par-

ticipants to adopt different rationales to interpret how SAMI worked: SAMI works like
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a machine, human, and/or magic. These rationales could co-exist at any given time, yet

are bounded by participants’ existing AI knowledge, tech proficiency, and how much they

could make sense of SAMI’s specific inferences.

“SAMI works like a machine.” The first rationale participants held was that SAMI fol-

lowed the typical “input-processing-output” machine working mechanism. About a quarter

of the participants in the study, half of whom self-rated as “Expert” in terms of their tech

proficiency, could clearly explain how SAMI came up with specific inferences by specify-

ing their perceived SAMI knowledge base, training, input processing, and inference gener-

ation process. P23 described her speculation of how SAMI processed the self-introduction

input to generate personality inferences: “From a personality standpoint, I’d imagine that

it’s sectioning out facts and being like, people who do this are commonly [like] that. And

then kind of filtering through several things that point to this person being generally trust-

ing. So in this sample, this person want to travel, want to visit the seven wonders of the

world, maybe all of that means they are generally trusting.”

“SAMI works like a human.” I also observed the “SAMI works like a human” rationale

surfacing among some participants, all of whom self-reported their tech proficiency as “In-

termediate.” These participants believed that SAMI drew personality inferences in similar

ways as how humans would do it. For instance, P14 described how SAMI worked like hu-

mans when coming up with inferences: “I think they are probably like us, where [certain

things] kind of tick SAMI off. Like maybe people who love to travel can be a little bit more

easily distracted, or maybe a little bit more careless, just because they have to be more

go with the flow. ” When P16 also described her rationale of how SAMI came up with

inferences like humans would, she elaborated: “So it’s funny, because I know [humans and

AI] are not the same at all. But I think like, who’s making the AI technology— people! So

maybe the people try to make it think like how we think, even though it’s not one and the

same. Maybe whoever coded it tried to make it like human perception. ”
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“SAMI works like magic.” When participants couldn’t make sense of SAMI’s unexpected

inferences from the given self-introduction paragraph, they would sometimes resort to the

belief that SAMI was a powerful, knowledgeable, “big black box of magic.” This rationale

was mentioned by participants with varying levels of tech proficiency. Participants who

adopted the magic rationale often could not clearly articulate how SAMI came up with the

specific inferences, but instead loaded their answers with vague terms to emphasize the

massive amount of training data SAMI might have access to or the “magical power” of AI

to identify patterns that humans cannot see. For example, P36 who self-rated as an “Expert”

in tech proficiency explained why he thought some of SAMI’s inaccurate inferences about

him were true: “I was under the impression that it somehow drew inferences... since I

didn’t see where it got that from, I thought it was drawing inferences from different sources

of information, and somehow using a pattern, like using a neural net or something. So I

was like ‘Ok, sure maybe I can see that.’ But if a person just told me that and I just don’t

see where they got it from, then I’d just think the person is being inaccurate. (P36)”

Reacting to AI Misrepresentation: Over-trusting, Rationalizing, and Forgiving

After being shown SAMI’s inaccurate personality inferences about them, participants dis-

played a range of reactions: some participants believed there was some truth to SAMI’s

misrepresentation; some participants rationalized it and blamed themselves instead; some

participants were forgiving of SAMI’s mistakes. These reactions to SAMI misrepresen-

tations seemed to be connected to the rationale participants adopted after acquiring new

knowledge from SAMI misrepresentations about them.

Over-trusting SAMI Misrepresentations. To my surprise, I found that most participants

in the inaccurate condition often found some truth to SAMI’s inaccurate inferences about

them. Given that I made every SAMI inference to be intentionally inaccurate and the com-

plete opposite of participants’ personality ground truth, I expected most participants in the

inaccurate condition to rate SAMI’s inferences about them as “1-Not accurate at all.” How-
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ever, only two out of 10 participants did so— rest of the participants displayed varying lev-

els of trust in SAMI’s inaccurate inferences about them, ranging from two to “3-Somewhat

accurate”

These participants often fell into the trap of the Barnum effect [328], a cognitive bias

phenomenon that people tend to believe in personality descriptions of them as customized

to them, when in fact, these descriptions are often vague and general. When presented with

SAMI’s inferences about them, participants had a tendency to look for evidence in their

daily lives to support SAMI’s claims. In addition, believing in the authority of the evaluator

could make the Barnum effect stronger [328]. I found that participants in the inaccurate

condition displayed a tendency to perceive SAMI as an authority figure that was “smarter

and more powerful” than them, with opaque working mechanism.

This echoed with the “SAMI works like magic” rationale that they don’t know how

AI works, but it just should work. This rationale was even present when participants were

confident that SAMI’s inferences were very inaccurate. For example, P28 rated SAMI’s

inferences as very inaccurate, yet still took a huge sigh of relief when we told her SAMI’s

inferences about here were fabricated to be inaccurate: “I feel better now because I was

worried. I was worried that, because I don’t see myself from the outside so I was worried

that SAMI was real and kind of accurate, and this is how people see me. ” She further

explained about her reasoning: “I guess partly because it’s an AI. Because AI is a lot

smarter than me. And I don’t consider myself to be a computer science expert. AI is so

unfamiliar to me that I don’t really know what is the line between true and false. I don’t

know when to trust it or not to. I think with SAMI, I was erring on the side of being not

trusting but then deep inside, I was like, ‘this is an AI, it’s really smart, it should be able

to know.’ I think that’s why I felt like I could trust it. After I saw the two samples and then

when it came to mine, I started to feel like something was wrong. Uhm, but then deep down

I was like, ‘ok, well, maybe it is right.”’

Rationalizing SAMI Misrepresentations. Besides participants’ tendency to over-trust AI
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misrepresentations, I also found that participants had a tendency to rationalize AI mistakes,

or “find excuses” for SAMI’s inaccurate inferences. When participants noticed that SAMI’s

inferences might not be accurate for either the students in the sample or themselves, some

participants would “justify” SAMI’s inaccuracies, citing it could be a result of the nature

and quality of the self-introductions. This echoed with the “SAMI works like a machine”

rationale that participants believed “unqualified” input would hurt the machine’s output.

For instance, when P29 spotted SAMI’s inaccurate inferences in one of the samples, she

said, “I feel like the person was fairly broad in what they wrote. And so that also could

have influenced SAMI’s response. Like it didn’t necessarily go too in-depth, [...] It also

went from learning languages, study abroad, and then the career of helping people. That

could have thrown SAMI off a little bit as well, seeing as it like, it bounced around a little

bit more. ” P36 also said that SAMI might have made inaccurate inferences about him

due to him not mentioning certain things in his self-introduction: “‘You can be somewhat

careless.’ I would say that is like very inaccurate. I’m a very meticulous person. But I guess

I never really touched on that anywhere in my response...”

Forgiving SAMI Misrepresentations. Many participants were forgiving of SAMI’s mis-

representations of either themselves or students in the samples. This echoed the “SAMI

works like a human” rationale in that this reaction is analogous to how they would react

to human mistakes. After encountering SAMI misrepresentations, participants attributed

good intentions and efforts to SAMI. Following this line of reasoning, participants believed

that just like human mistakes, SAMI’s mistakes could be forgiven considering its good in-

tentions and efforts. This reaction was presented in more than half of the participants in

the inaccurate condition. After reviewing SAMI’s misrepresentations of themselves, they

believed that SAMI was “trying” and well-intentioned, but just not as capable as they ex-

pected. Some participants in the accurate condition, noticing that SAMI did not make per-

fect inferences in the samples, were still hopeful about SAMI despite its mistakes. P29

said, “[I’m thinking of] a little kid where they want to help out and be like ‘oh my gosh,
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look what I did’ and presented it to you and be like ‘Look, I’m trying to be helpful.’ But

it’s not always the most helpful or accurate in this situation. I was thinking that [SAMI] is

trying to help, it is generating those responses, but at the same time, it just might not be the

most accurate.”

6.4 Study 2: Examining the Changes in Students’ Perception of AI after Encounter-

ing AI Misrepresentations

To explore the changes in students’ perceptions of AI (RQ3.2 and RQ3.3) after encoun-

tering AI misrepresentations, I conducted a survey experiment on Prolific and solicited a

larger sample to quantify the changes in student perceptions as well as contributing factors

to the changes. Similar to Study 1, I first deployed a preliminary survey to collect informa-

tion for fabricating students’ personality inferences. Then after a week, I followed up with

an experiment survey to show participants SAMI’s inferences and measured their percep-

tion changes of SAMI in terms of overall trust, anthropomorphism, perceived intelligence

and likeability. Based on my observations from Study 1, I added a general AI literacy mea-

surement in the preliminary survey to examine AI literacy as a potential factor contributing

to the changes in students’ perceptions of AI after encountering AI misrepresentation.

6.4.1 Study 2 Study Design

I deployed the preliminary survey (see Appendix section C.8) on Prolific and recruited cur-

rent students above age 18 of all study levels in the United States. Participants were told

that the goal of this study was to understand students’ perception of a team-matching AI

agent. In the preliminary survey, participants provided their self-introduction paragraph,

responses to the personality test and an AI literacy questionnaire, as well as their demo-

graphic, background, and team project experience information. Participants who completed

the preliminary survey were compensated with $3 USD. The median completion time was

11 min and 41 seconds.
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250 Prolific participants filled out our preliminary survey on Qualtrics. I removed seven

participants whose self-introductions were suspected to be generated by generative AI tools

such as ChatGPT. Given our emphasis on AI misrepresentation in Study 2, I assigned about

70% of the participants to the inaccurate condition and about 30% of the participants to the

accurate condition. I then wrote a Python script to fabricate SAMI’s inferences for the 243

remaining participants following the same fabrication procedure and guidelines in Study

1. By following the 60% positive and 40% negative inference ratio rule, I removed 21

participants since their fabricated inferences were either too positive or too negative based

on their personality ground truth. This resulted in 222 participants remaining (n=157 in

inaccurate condition, n=65 in accurate condition), all of whom were invited to participate

in the experiment survey.

The experiment survey (see Appendix section C.9) followed the Study 1 procedure

by showing the same two samples and prompted participants to answer their perceived

accuracy of SAMI inferences, as well as filling out measurements of their trust and social

perceptions of SAMI. Participants then retrieved SAMI’s inferences about them by entering

their Prolific ID on a website that we created (see Appendix section C.7), and then filled out

the same perception measurements. Finally, a debriefing form informed participants about

the real purpose of the study and how SAMI’s inferences were fabricated. Participants

were compensated with $3 USD for completing the experiment survey, and an extra $4

USD bonus for completing both surveys. I received 211 responses (n=151 for inaccurate

condition, n=61 for accurate condition) for the experiment survey. The median completion

time was 12 min and 43 seconds. A description of the perception measures and general AI

literacy measures used in Study 2 can be found in Appendix section C.5.

After I concluded the data collection, I removed 13 participants’ data due to extremely

fast completion time (less than six minutes) and obvious contradictions in their responses.

I ended up with 198 participants’ data for the experiment survey, with 57 participants in the

accurate condition and 141 participants in the inaccurate condition.
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6.4.2 Study 2 Participant Summary

The final participant pool (n=198) has an average age of 31.3±11.12, ranging between

18-74 years old. 42.9% were women, 53.5% were men. Most students were at the under-

graduate level (n=146, 73.7%). 46.5% students in non-STEM major, 52% in STEM major.

Participants were relatively familiar with AI, with an average of 14.3±4.50 out of 25 on

overall AI literacy. Participants were generally experienced in team projects at school, hav-

ing participated in an average of 12 team projects (median=5, SD=25.8, range=0–300).

Participants held a relatively positive attitude about their team project experience, reflected

in an average rating of 3.7 ± 0.88 out of a five-point Likert scale. I provided more details

about the participants’ demographic and personality in Appendix section C.6.

6.4.3 Study 2 Data Analysis

I first calculated the changes in students’ perceptions of SAMI (overall trust, anthropo-

morphism, perceived intelligence, likeability) by taking the difference between students’

baseline perceptions (Bp) and experiment perceptions (Ep): ∆ = Ep − Bp. I then coded

condition as 0 (accurate condition) and 1 (inaccurate condition) during analysis.

To understand the effect of AI misrepresentation on students’ perception changes of

SAMI (RQ3.2), I performed four sets of linear regressions with the ∆ of each percep-

tion construct as the outcome and the participants’ condition as the independent variable. I

controlled for age, gender, study level, major (STEM or non-STEM), number of projects,

project experience rating, and five personality dimensions. Equation 6.1 describes our lin-

ear regression models, where∆ P refers to changes in overall trust, anthropomorphism,

intelligence, and likeability.
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∆P ∼ Condition+ Age+Gender + StudyLevel +Major + ProjectCount

+ProjectExperience+Extroversion+Neuroticism+Agreeableness+Openness

+ Conscientiousness (6.1)

To understand the moderating effect of AI literacy (RQ3.3), I again performed four

sets of linear regression models, but this time incorporating AI literacy. Specifically, I per-

formed two versions of linear regression for each model: one that included AI literacy

(Equation 6.2), and another included AI literacy plus an interaction effect between AI lit-

eracy and condition (Equation 6.3). I included the only significant covariate from prior

models— the Openness personality dimension. The outcome ∆P is the changes in overall

trust, anthropomorphism, intelligence, and likeability.

∆P ∼ Condition+ AILiteracy +Openness (6.2)

∆P ∼ Condition+ AILiteracy + Condition ∗ AILiteracy +Openness (6.3)

6.4.4 Study 2 Findings

The results show that encountering AI misrepresentations had a significant effect on changes

in students’ overall trust, perceived intelligence, anthropomorphism, and likeability of SAMI.

I also found that AI literacy could moderate the effect of AI misrepresentations on changes

in students’ overall trust in SAMI, but not their social perceptions of SAMI. I present the

detailed findings below.

Examining the Effect of AI Misrepresentation on Changes in Students’ Perceptions of AI

To understand the effect of AI misrepresentations on students’ perceptions of SAMI, I

first look at changes in their perceptions before and after encountering AI misrepresen-
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Figure 6.4: Density plots visualizing the participant distribution of changes in overall trust,
intelligence, anthropomorphism, and likeability in the accurate and inaccurate conditions.

tations. Students’ baseline perceptions of SAMI showed that participants in both con-

ditions had similar initial perceptions in terms of overall trust (accurate condition me-

dian=2.33, SD = 1.04; inaccurate condition median=2, SD = 1.02), intelligence (accurate

condition median=3.4, SD=1.09; inaccurate condition median=3, SD=0.95), anthropomor-

phism (accurate condition median=2.2, SD=1; inaccurate condition median=2.2, SD=0.83),

and likeability(accurate condition median=3.2, SD=1.01; inaccurate condition median=3,

SD=0.79).

I then looked at the changes in students’ perceptions after I introduced SAMI’s infer-

ences in the two conditions. I plotted out the changes in each perception outcome in density

plots as shown in Figure 6.4. I noticed that many participants in the inaccurate condition

decreased their perceptions of SAMI after encountering AI misrepresentations compared

to participants in the accurate condition. Therefore, encountering AI misrepresentations

seemed to have a negative effect on changes in students’ perceptions of SAMI.

To further examine the effect of encountering AI misrepresentation on students’ per-

ceptions of SAMI, I built four linear regression models with changes in each perception

as the outcome. Our models (based on Equation 6.1) show that after controlling for de-

mographics, team project numbers and experiences, as well as the personality dimensions,

encountering AI misrepresentation had a significant effect on changes in students’ percep-

tions of SAMI in terms of overall trust, perceived intelligence, anthropomorphism, and

likeability (Table 6.2). Specifically, participants who encountered AI misrepresentations
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Table 6.2: Results of our regression models(Equation 6.1) show that participants in the
inaccurate condition had a significant decline in overall trust, perceived intelligence, an-
thropomorphism, and likeability. The only significant covariate, the Openness personality
dimension, is reported in the table. *** p<0.001 ** p<0.01 * p<0.05 . p<0.1

Overall Trust Intelligence
Est. S.E Est. S.E

(Intercept) 0.84 0.782 0.64 0.728
Openness -0.08 0.100 -0.17 . 0.093

Condition (Inaccurate) -1.14 *** 0.133 -0.92 *** 0.124
Adj. R2=0.283*** Adj. R2=0.234***

Anthropomorphism Likeability
Est. S.E Est. S.E

(Intercept) -0.06 0.578 1.39 * 0.664
Openness -0.09 0.074 -0.18 * 0.085

Condition (Inaccurate) -0.50 *** 0.098 -0.58 *** 0.113
Adj. R2=0.111*** Adj. R2=0.139***

reported significantly lower overall trust in SAMI (Est.=-1.14, p < 0.001) in comparison to

those in the accurate condition. I also found that participants who encountered AI misrep-

resentations reported significantly lower perceived intelligence (Est.=-0.92, p < 0.001), an-

thropomorphism (Est.=-0.50, p < 0.001), and likeability (Est.=-0.58, p < 0.001) compared

to the participants in the accurate condition. This suggested that after people encountered

AI misrepresentation, they were more likely to view the AI as less trustful, less intelligent,

less humanlike, and less likable.

AI Literacy as a Moderator on the Effect of AI Misrepresentation on Students’ Perceptions

of AI

I then looked at the possible moderating effect of AI literacy on the effect of AI mis-

representation on the changes in students’ perceptions of AI. I performed two versions

of each of the four models to examine AI literacy’s moderating effect (Table 6.3). As

shown in Table 6.3, I performed two versions of linear regression (base models, and the

base+interaction models) for each of the four models to examine AI literacy as a moderator
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on changes in students’ perceptions after encountering AI misrepresentations.

The base models that include an effect for AI literacy (Equation 6.2) (Models 1a., 2a.,

3a., 4a., in Table 6.3) show that AI literacy alone does not have a direct relationship with

the outcomes; however, the models that include an interaction effect between AI literacy

and condition (Equation 6.3) (Models 1b., 2b., 3b., 4b., in Table 6.3) show that there is a

significant interaction between AI literacy and condition on changes in overall trust (Est.

= -0.06, p < 0.05). However, this interaction is not significant on changes in intelligence,

anthropomorphism, and likeability. Detailed model results can be found in Table 6.3. This

suggests that students’ AI literacy could have an effect on students’ overall trust of AI

after encountering AI misrepresentations; however, students’ AI literacy does not have an

effect on students’ perceived intelligence, anthropomorphism, likeability of the AI after

encountering AI misrepresentation.
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Table 6.3: Results of the regression models with AI literacy in base models (Equation 6.2) and base + interaction models (Equation 6.3).
Results suggested a significant interaction effect between condition and AI literacy in changes in overall trust after encountering AI
misrepresentations. However, a significant interaction effect is not found in changes in intelligence, anthropomorphism, and likeability
*** p<0.001 ** p<0.01 * p<0.05 . p<0.1

Overall Trust Intelligence
1a. Base 1b. Base + Interaction 2a. Base 2b. Base + Interaction

Est. S.E Est. S.E Est. S.E Est. S.E

(Intercept) 1.01 ** 0.351 0.53 0.416 0.79 * 0.321 0.50 0.384
Openness -0.06 0.088 -0.07 0.088 -0.15 . 0.081 -0.16 * 0.081

Condition (Inacc) -1.12 *** 0.124 -0.33 0.393 -0.91 *** 0.113 -0.33 0.363
AI Literacy -0.01 0.013 0.024 0.022 0.01 0.012 0.03 0.020
Condition (Inacc) X AI Literacy -0.06 * 0.026 -0.03 0.024

Adj. R2=0.296*** Adj. R2=0.309*** Adj. R2=0.260*** Adj. R2=0.264***

Anthropomorphism Likeability
3a. Base 3b. Base + Interaction 4a. Base 4b. Base + Interaction

Est. S.E Est. S.E Est. S.E Est. S.E

(Intercept) 0.54 * 0.256 0.64 * 0.307 0.81 ** 0.296 0.63 . 0.354
Openness -0.08 0.064 -0.08 0.065 -0.17 * 0.074 -0.17 * 0.075

Condition (Inacc) -0.50 *** 0.090 -0.66 * 0.290 -0.59 *** 0.104 -0.29 0.334
AI Literacy 0.00 0.009 -0.01 0.016 0.00 0.011 0.017 0.018
Condition (Inacc) X AI Literacy 0.01 0.019 -0.02 0.022

Adj. R2=0.137*** Adj. R2=0.134*** Adj. R2=0.160*** Adj. R2=0.159***

148



−1.0

−0.5

0.0

0.5

1.0

5 10 15 20 25
AI Literacy

C
ha

ng
es

 in
 O

ve
ra

ll 
Tr

us
t

Condition
Accurate
Inaccurate

(a) Overall Trust

−1.0

−0.5

0.0

0.5

1.0

5 10 15 20 25
AI Literacy

C
ha

ng
es

 in
 In

te
lli

ge
nc

e

(b) Intelligence

−1.0

−0.5

0.0

0.5

1.0

5 10 15 20 25
AI Literacy

C
ha

ng
es

 in
 A

nt
hr

op
om

or
ph

is
m

(c) Anthropomorphism

−1.0

−0.5

0.0

0.5

1.0

5 10 15 20 25
AI Literacy

C
ha

ng
es

 in
 L

ik
ea

bi
lit

y

(d) Likeability

Figure 6.5: (a) AI literacy significantly moderated the effect of AI misrepresentations on
students’ changes in overall trust of SAMI. (b) (c) (d) show that AI literacy does not sig-
nificantly moderate the effect of AI misrepresentations on students’ changes in perceived
intelligence, anthropomorphism, and likeability of SAMI.

Figure 6.5 shows the interaction effect between AI literacy and condition on students’

changes in perceptions. In Figure 6.5a, students with higher AI literacy were more likely to

change their overall trust in SAMI after encountering AI misrepresentations; students with

lower AI literacy were less likely to change their overall trust in SAMI after encountering

AI misrepresentations. Figure 6.5b, Figure 6.5c, Figure 6.5d show the non-significant in-

teraction effect between AI literacy and condition, suggesting that students’ levels of AI

literacy has no significant effect on their changes in perceptions of intelligence, anthropo-

morphism, and likeability of the AI after encountering AI misrepresentations.

I then conducted post-hoc analysis to explore which specific dimensions of general AI

literacy play an effect on students’ changes in their overall trust in AI after encountering

AI mistakes. I set up five linear regression models with students’ changes in overall trust

in SAMI as the outcome variable and included an effect of condition, each of the five AI

literacy dimensions from the general AI literacy scale, and an interaction effect between

condition and each AI literacy dimension. I controlled for the Openness personality dimen-

sion in all five models. I plotted out the interaction effect of each model (Figure 6.6) and I

found a significant interaction effect between condition and students’ AI steps knowledge

(Est. = -0.23, S.E = 0.101, p < 0.05) on changes in students’ overall trust in SAMI after

encountering AI misrepresentations. This suggests that students with more general knowl-

149



−1.0

−0.5

0.0

0.5

1.0

1 2 3 4 5
AI Literacy − AI Steps Knowledge

C
ha

ng
es

 in
 O

ve
ra

ll 
Tr

us
t

Condition
Accurate
Inaccurate

(a)

−1.0

−0.5

0.0

0.5

1.0

1 2 3 4 5
AI Literacy − Human Actors in AI

C
ha

ng
es

 in
 O

ve
ra

ll 
Tr

us
t

(b)

−1.0

−0.5

0.0

0.5

1.0

1 2 3 4 5
AI Literacy − AI Usage Experience

C
ha

ng
es

 in
 O

ve
ra

ll 
Tr

us
t

(c)

Figure 6.6: Post-hoc analysis with three general AI literacy sub-dimensions: AI steps
knowledge, human actors in AI knowledge, AI usage experience. A significant effect be-
tween each literacy sub-dimension and condition was found in all three linear regression
models with changes in overall trust as the outcome variable. All three models controlled
for the Openness personality dimension. I also found a significant main effect of AI usage
experience on students’ changes in overall trust of SAMI after encountering AI misrepre-
sentation.

edge about AI’s input, processing, and output are more likely to change their overall trust

in AI after encountering AI misrepresentations. I also found a significant interaction effect

between condition and students’ human actors in AI knowledge (Est.=-0.22, S.E=-.111,

p<0.05) on changes in students’ overall trust in AI after encountering AI misrepresenta-

tions. The result suggests that students with more knowledge of human involvement in the

design and development of AI are more likely to change their overall trust in AI after en-

countering AI misrepresentations. Finally, I found a significant interaction effect between

condition and students’ AI usage experience (Est.=-0.32, S.E=0.112, p <0.01) and a signif-

icant effect of students’ AI usage experience (Est.=0.19, S.E=0.086, p < 0.05) on changes

in students overall trust in SAMI after encountering AI misrepresentations. This shows that

students with more experience interacting and using different AI in their daily lives are

more likely to change their overall trust in AI after encountering AI misrepresentations.
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6.5 Discussion

Through a mixed-methods approach, these two studies together offered insights on how

people’s existing and newly acquired knowledge of AI are highly connected to people’s re-

actions and perceptions of AI after encountering AI misrepresentations. Specifically, I iden-

tified three rationales that participants adopted to interpret AI (mis)representations, reflect-

ing participants’ knowledge acquired from viewing AI outputs: AI works like a machine,

a human, and/or magic. I found these rationales to be highly connected to participants’

reactions of over-trusting, rationalizing, and forgiving of AI misrepresentations. Building

on top of prior work that has suggested people’s tendency of over-trusting and viewing

AI as an authority [106, 47, 45], I highlighted that these reactions and perceptions still

persisted, and even exacerbated, when people encountered AI misrepresentations. I also

empirically established that encountering AI misrepresentations could negatively impact

students’ perceptions of the AI’s intelligence, likeability, anthropomorphism, and trust. I

further elaborated that people’s existing AI knowledge, i.e., AI literacy, can significantly

moderate the changes in people’s trust of the AI after encountering AI misrepresentations,

highlighting the importance of taking into account of people’s knowledge and characteris-

tics when building trustworthy AI systems [329, 152, 155, 330].

6.5.1 Navigating AI Fallabilities Through Evolving AI Knowledge

My findings suggest that when facing AI mistakes such as AI misrepresentations, people

acquire new knowledge about the AI, which could be consistent or inconsistent with their

existing AI knowledge, prompting them to adopt a dominant rationale to explain such AI

behaviors. Contrary to prior work that uses fixed heuristics to explain people’s percep-

tions and reactions to AI systems [102, 103, 105], my findings suggest that people are

constantly re-framing their perceptions as they were presented with or discovered new in-

formation about the AI [104]. In Study 1, participants rarely stuck to one rationale about
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SAMI throughout, but kept navigating between different rationales, sometimes within a

matter of seconds, as new information occurred to them. This suggests the instinctive na-

ture of people’s rationales [329, 152]— I noticed that people rarely paused and reflected

on their mental models [96, 49] or folk theories [104, 331] of the AI before reacting to

the AI output. This process of adopting various rationales, or concepts, to reconcile newly

acquired knowledge with existing knowledge is similar to what was described as “concep-

tual change” [110, 111] in learning sciences, suggesting that people’s re-framing of their

perceptions could be viewed as an evolving learning process about AI [49].

I note that people’s rationales are often bounded by their existing AI knowledge, i.e., AI

literacy [332, 333]. In Study 1, I observed that participants who self-reported as “Expert” in

tech proficiency were more likely to adopt the machine rationale, whereas participants who

self-reported as “Intermediate” were more likely to adopt the human rationale. Some par-

ticipants also constantly referred back to their lack of AI literacy when interpreting SAMI’s

outputs, prompting them to adopt the magic rationale. My findings also suggest that peo-

ple’s existing AI knowledge, like people’s evolving rationales, are also subject to frequent

changes. The posthoc analysis showed that while dimensions such as AI steps knowledge

and human actors in AI require formal or informal intentional learning about AI, people’s

AI usage experience is also a crucial dimension of AI literacy that could moderate changes

in people’s trust after encountering AI misrepresentation. This is also reflected in Study

1 where many participants mentioned their experience with ChatGPT when talking about

their over-trust in SAMI and their magic rationale. This further emphasizes that people are

constantly learning from their daily interactions with AI systems, which contributes to their

evolving AI knowledge.

6.5.2 Designing Responsible Mitigation by Considering People’s AI Knowledge

While much of prior work has shown people’s tendency to view AI as an authority [106, 47]

and to overtrust AI-generated responses [47, 99, 45], this work, focusing on the scenario
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where AI makes mistakes, demonstrates that people would still over-trust, forgive, and even

rationalize AI’s obvious misjudgment in their most personal characteristics. I consider these

reactions to be highly connected to the rationale people adopted at the time, suggesting that

some aspects of certain rationales could be harmful and even dangerous when generalized.

This was illustrated by P28’s reactions when she clearly recognized that SAMI’s personal-

ity inferences about her were inaccurate, yet her perceived lack of AI knowledge prompted

her to adopt the “AI works like magic” rationale and believed SAMI’s misrepresentations

could be true. This caused confusion, mental discomfort, and even self-doubt for P28. I

therefore urge designers and developers of AI systems and algorithms that could infer peo-

ple’s personal traits such as personalities, emotions, preferences, to be aware and cautious

of the potential harm to the user when such AI systems exhibit “gaslighting” behaviors, and

design appropriate mitigation strategies to mitigate the potential harms. Based on my find-

ings, I propose to incorporate people’s evolving AI knowledge when designing mitigation

strategies when AI fails.

Existing repair and mitigation strategies mostly focus on adding social elements such

as politeness, apologizing, or setting user expectations early in the interactions [135, 334,

146]. These strategies, without considering users’ evolving AI knowledge, could risk elic-

iting undesired outcomes such as reinforcing people’s social behaviors towards AI [105]

or confusing the users about AI’s true capabilities as they learn. Echoing with prior work

that people’s beliefs and intuitions should be taken into consideration when designing AI

explanations [153, 154, 155, 332] and repair strategies [22, 152], I provided a specific set

of rationales and encourage future work to explore techniques that could allow automatic

identifications of users’ rationales in real-time. One mitigation strategy could be to provide

explanations tailored to the specific rationale that people adopted at the time. For instance,

if a user adopted the magic rationale, the AI could provide explanations to nudge the user

to adopt the machine rationale to reduce overreliance.

Additionally, people’s existing AI knowledge, i.e., AI literacy [332, 333], could be
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leveraged to approximate the “cost” of an AI misrepresentation when providing customized

mitigation strategies. My studies found that people with lower AI literacy were not affected

much by their trust in AI after encountering AI misrepresentation. Given that they still trust

the AI after the AI erred, they might not provide any feedback, which could give the AI

developers a false sense that the AI was working fine, leading to long-term repercussions.

By contrast, while more AI literacy in a user can seem favorable, our study showed that it

could lead to more extreme changes in trust perceptions in AI after AI misrepresentations.

People with more AI literacy might abandon the system after encountering AI failures,

which makes recovery non-trivial. By considering AI literacy as a factor, we as a commu-

nity have an opportunity to consider different repair strategies by estimating the different

effects of AI misrepresentations for people with varying AI literacy levels.

6.6 Limitations and Future Work

This work has some limitations. First, I only studied people’s perception changes after

encountering a one-time AI misrepresentation in a very short period of time. People’s per-

ceptions and rationale change behaviors could be more stable in the long run [49], and I

encourage future research to replicate these studies in longer-term settings and contexts.

Second, while I incorporated many relevant covariates in the models, other factors that

were not modeled could impact people’s perceptions of AI, e.g., people’s attitudes towards

specific types of AI. Third, despite my best efforts in leading participants to believe the

inferences were generated by real AI systems, it was still possible that some participants

in Study 2 recognized the inferences were generated by human researchers. However, I

believe this accounted for a small portion of the study 2 participants given that none of the

pilot study or Study 1 participants recognized the inferences were not generated by real

AI. Finally, all study participants in study 1 were recruited from a large public technical

institute and, despite my efforts to target recruit participants from non-STEM disciplines,

participants in study 1 might have more knowledge and exposure to AI technologies than
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average college students. All of the study participants were recruited from the U.S. and may

only represent Western attitudes and perceptions of AI [106]. Future studies should con-

sider replicating the studies in non-western regions to understand the cultural differences

in changes in perception and reactions of AI after encountering AI mistakes.

6.7 Reflections & Takeaways

This chapter examines the second stage of the Mutual Theory of Mind framework for

human-AI communication— ToM recognition: human’s recognition of AI’s interpretation.

Through a mixed-methods approach, this chapter provides a descriptive and explanatory ac-

count of how people perceive and react to the AI after recognizing AI’s (mis)interpretations

of their personal characteristics. The studies in this chapter showed that people’s percep-

tions of AI in terms of trust, perceived intelligence, anthropomorphism, and likeability are

negatively impacted after recognizing AI misinterpretations of their personalities; and that

people have a tendency to over-trust, rationalize, and forgive AI misrepresentations. This

chapter further unpacks and explains such reactions and perceptions by pinpointing the

three rationales that people adopt to interpret AI’s working mechanism: AI works like a

machine, AI works like a human, and/or AI works like magic. The adoption of each ratio-

nale is based on two types of AI knowledge: existing AI knowledge based on their prior

experience and general knowledge of AI systems, and evolving AI knowledge based on

what they learned from reviewing the AI outputs. This echoes with the iterative and mutual

shaping process highlighted in the MToM framework— that people’s interpretations of the

AI is constantly shaped by what they could infer from the AI feedback. These findings

empirically established people’s newly-acquired and pre-existing AI knowledge as impor-

tant factors when designing personalized mitigation strategies during AI misinterpretations.

This would enable the AI systems to detect students’ rationales in real-time, estimate the

consequence of AI misinterpretations, and provide customized responses to nudge and cor-

rect students’ inaccurate perceptions.
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Compared to the studies in the previous chapters, the studies in this chapter sought

to include students with more diverse background, technology proficiency, and AI liter-

acy by recruiting students outside of the OMSCS program as well as outside of Georgia

Tech. By measuring and considering participants’ AI literacy and tech proficiency in the

studies, the findings could have broader generalizeability and transferability to other large-

scale learning contexts. However, the first study was conducted with students from non-CS

background at Georgia Tech, hence the rationales identified could still be limited due to

participants’ potential higher-than-average tech proficiency. Future work should examine

students’ rationales when interpreting AI misinterpretations with a more diverse group of

students. In AI-mediated social interaction, AI systems can extract and (mis)interpret var-

ious characteristics and mental states of the students, such as students’ emotions, social

interaction goals, etc. The type of characteristics that the AI systems misinterpret could

also lead to a stronger or weaker reactions and perception changes from the students than

those elicited in the current studies. To better customize AI’s mitigation strategies, future

work should further explore students’ reactions and perception changes of the AI in the

face of other types of AI misinterpretations.

In addition to design and responsible AI implications, my exploration of the ToM recog-

nition stage also provided implications for both the ToM construction stage and the ToM

revision stage. By examining the human’s ToM recognition process, findings from this

chapter provided insights into students’ changing perceptions of the AI as well as their

somewhat concerning reactions to AI misinterpretations. On the one hand, this chapter in-

formed the design of AI’s ToM construction process by providing another set of vocabulary

to describe students’ perceptions of the AI in the form of rationales: AI works like a ma-

chine, a human, and/or magic. Future research can further explore the possibility for AI

systems to automatically detect people’s rationales employed to interpret the AI system.

On the other hand, this chapter prompted a more systematic investigation on the design

of AI’s mitigation strategies to repair people’s perceptions of the AI in the ToM revision
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stage. While this chapter established the need to consider people’s AI knowledge for more

customized AI mitigation strategies, the specific design factors of AI mitigation strategies

and their effectiveness in mitigating students’ perceptions of AI after encountering AI mis-

interpretations remain unclear. Motivated by this gap, the next chapter focuses on AI’s ToM

revision stage by investigating the design and effectiveness of AI’s self-revision as one type

of mitigation strategy to mitigate students’ negative perceptions of the AI after encounter-

ing AI misinterpretations.
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CHAPTER 7

TOM REVISION: AI’S REVISION OF ITS INTERPRETATION OF THE HUMAN

This chapter explores the third stage of the MToM framework for human-AI communica-

tion in AI-mediated social interaction: ToM revision: AI’s revision of its interpretation of

the human.

Figure 7.1: Chapter 7 explores ToM revision: AI’s revision of its interpretation of the hu-
man.

The previous chapter examined the ToM recognition stage and provided a descriptive

account of people’s reactions and perception changes of the AI after encountering AI mis-

interpretations of them. This suggested that people’s perceptions of AI are malleable and

highlighted the importance for AI systems to actively mitigate people’s perceptions after

AI misinterpretations. A natural progression of the human-AI communication after the hu-

man recognizes AI’s misinterpretations is to provide feedback for the AI system to revise

its misinterpretations. This brings us to the ToM revision stage, where human’s communi-

cation feedback triggers and informs AI’s ToM revision process.

During AI’s ToM revision, the AI performs introspection and revise its prior interpreta-
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tion of the human based on human’s feedback, then communicate this revision back to the

human to inform and update human’s interpretation of the AI. In the context of AI-mediated

social interaction, as shown in Figure 1.2 in chapter 4, the student, after recognizing AI’s

misinterpretation of their social goals, would provide feedback to the AI agent. The AI

agent would then take in the student’s feedback, introspect on its existing interpretation of

the student, revise its interpretation accordingly, and then communicate its revision pro-

cess to offer transparency about its revision. This stage therefore consists of two processes:

(1) Human feedback triggers and shapes AI’s revision of its interpretation, (2) AI com-

municating its revision to shape human perceptions of AI. These two processes are inter-

twined together given that how AI revises its interpretation directly influences AI’s revision

communication strategy to shape human perceptions of the AI. This chapter explores the

following research question:

RQ4. How can AI’s revision of its interpretation influence students’ perceptions of AI

in AI-mediated social interaction?

In this chapter, I answer this question by first proposing a conceptual model of AI’s ToM

revision, inspired by human’s metacognition process in introspecting on our own reasoning

process. Following human’s thinking-out-loud communication method during metacogni-

tive reasoning, the conceptual model I proposed can generate feedback to communicate

about its revision process in a step-by-step manner to provide transparency into the AI

system’s self-revision process. I then conducted a mixed-factorial vignette survey experi-

ment to evaluate the effectiveness of such revision communication strategy in enhancing

students’ perceptions of AI after encountering AI misinterpretation of basic student profile

during AI-mediated social interaction. In this survey experiment, I specifically examined

two dimensions of the AI’s revision communication strategies: apology sincerity and the

levels of revision details. Based on the findings, this chapter provides design implications

on AI’s ToM self-revision processes and communication strategy to shape and mitigate

people’s perceptions of AI.
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7.1 A Conceptual Model of AI’s ToM Self-Revision

7.1.1 Motivation

As many seek to equip AI systems with human-level intelligence, the idea of emulating

and building the human cognitive process of metacognition into AI systems has gained

popularity. Metacognition refers to the reasoning process of “thinking about one’s own

thinking” [335]. It is hierarchical in nature in that it controls and monitors the basic thinking

or reasoning process where the intelligent agent is assumed to behave rationally to achieve

its goals (see Figure 7.2) [336]. Metacognition therefore is critical to intelligent agents’

ability to reflect, improve their decision quality, and adapt their behaviors for performance

enhancement [336, 335]

In recent years, much work has been devoted to understand, develop, and evaluate

metacognitive reasoning capability in AI systems. For instance, Ganapini et al. (2022) have

developed a meta-cognitive agent to perform introspection and arbitration roles to assess

the need to employ system 2 thinking instead of system 1 thinking when it comes to tasks

that require careful deliberations [338]; Schmill et al. (2008) presented a cognitive archi-

tecture incorporating metacognitive reasoning for AI systems to generate self-expectations

to monitor and diagnose underlying failure behind mistakes. Most of this body of work

focuses on emulating human’s metacognitive capability to build human-like AI systems or

enhance AI systems’ performance. The potential of leveraging metacognition to enhance

AI systems’ explainability and interpretability has been under explored [336, 340].

Building upon this body of work of metacognition in AI, I argue that equipping AI sys-

tems with metacognitive reasoning process can enable AI systems to not only introspect

and diagnose prior mistakes, but also provide detailed, human-interpretable, step-by-step

descriptions to explain its behaviors to the users. In the context of AI-mediated social in-

teraction, equipping SAMI with metacognitive reasoning skills will allow SAMI to reflect

on its prior reasoning process that led to the misrepresentation of the student, and then
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Figure 7.2: The metareasoning framework adapted from Cox and Raja (2007) that demon-
strates metacognition’s meta-level control and introspective monitoring of object level rea-
soning and actions.

generate revision message to walk through its metacognitive reasoning process to diagnose

and revise its mistakes. In this section, I begin by describing a human-centered conceptual

model of SAMI’s self-revision process powered by metacognitive reasoning skills.

7.1.2 Envisioning a Communication Repair Dialogue

Given that the goal was to enable SAMI to provide human interpretable descriptions of

its fault identification and revision process, I started out by envisioning the ideal student-

SAMI dialogue where SAMI could mitigate its misinterpretations of the student informa-

tion through a revision message. This dialogue is shown on the right side of Figure 7.3.

In this dialogue, the student mentions both their prior and current location in their self-

introduction post. SAMI then misinterprets student’s prior location as their current location,

and generates a social recommendation based on that misinterpretation. Extracting and mis-

interpreting location entities when multiple location entities are present in students’ self-

introduction was one of the most common SAMI misinterpretations I observed over years

of SAMI’s real-world deployments at the OMSCS program. This dialogue then continues

with student recognizing SAMI’s misinterpretation of their location and providing feedback

to correct SAMI’s misinterpretation. SAMI then responds to the student in a think-out-loud

fashion to describe its process of identifying the source of its misinterpretation and revising

the misinterpretation in its knowledge base.
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Figure 7.3: A diagram of the conceptual model for SAMI’s metacognitive reasoning for
ToM revision. The right side of the figure shows the SAMI-student dialogue. The left side
of the figure shows SAMI’s reasoning process to generate responses. SAMI’s level 1 rea-
soning process generates the initial social recommendation, and constructs the TMK rep-
resentation of SAMI’s level 1 reasoning. SAMI’s level 2 reasoning (metacognitive level)
process revises the misinterpretation based on student feedback by retrospectively inspect-
ing the TMK representation of SAMI’s level 1 reasoning.
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7.1.3 A Conceptual Model of SAMI’s Metacognitive Module

Based on this envisioned dialogue, I devised a conceptual model of SAMI’s metacognitive

module to facilitate this kind of interaction with the student, shown on the left side of Fig-

ure 7.3. This conceptual model aims to mimic the human metacognitive reasoning process

in reflecting and revising prior mistakes. To give SAMI the ability of “thinking about its

own thinking”, two levels of reasoning process need to be constructed. This model hence

outlines SAMI’s level 1 reasoning, which is SAMI’s reasoning process to generate the ini-

tial social recommendation, and SAMI’s level 2 reasoning, which is the reasoning process

that enables SAMI to introspect on its reasoning 1 process, identify the cause of the mis-

interpretation, and generates the revision message. SAMI’s level 2 reasoning process is

facilitated by a TMK representation of SAMI’s level 1 reasoning. I describe the details of

this conceptual model below.

SAMI Level 1 Reasoning. SAMI’s level 1 reasoning is responsible for extracting rele-

vant student information from student’s self-introduction and identify social matches for

the student based on the information extracted. Whenever SAMI receives responses from

the student, SAMI first classifies the nature of the student feedback to understand the intent

of the student’s message. If the student feedback is classified as self-introduction, SAMI

proceeds with level 1 reasoning to construct its representation of the student characteristics.

SAMI builds this representation by extracting the relevant social entities such as location

and hobby from student’s introduction, then builds a graph knowledge base about this stu-

dent with the entities extracted. SAMI then runs the matchmaking algorithm to identify

other students with similar entities as this student, then composes the social recommenda-

tion message in its reply to the student.

TMK Representation of SAMI. SAMI’s misinterpretation could be traced back to each

step of its level 1 reasoning process: SAMI could extract the wrong entity, construct the

incorrect knowledge graph, or make mistakes in the matchmaking algorithm. For level
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2 reasoning process to introspect and identify errors in level 1 reasoning process, I pro-

pose using the TMK (Task-Method-Knowledge) modeling framework [341, 342, 343, 344]

to represent SAMI’s level 1 reasoning process. The TMK framework generates machine-

readable formalism that can be easily interpreted by humans through encoding AI system’s

working mechanism in three categories: Tasks represent the goals of the system, Methods

represent the internal processing of the system, and Knowledge represents the information

within the system. TMK models are hierarchical, causal, and compositional, meaning that

each task can be decomposed into smaller tasks that have their own methods that utilize

various knowledge to accomplish those tasks. For example, one sub-task in SAMI’s Level

1 reasoning can be “generating matches.” The method to accomplish this sub-task can be

“run matchmaking algorithm”, and the knowledge this method acts upon can be “the graph

knowledge base of the students’ information.” The TMK representation of SAMI’s level 1

reasoning thus can be constructed based on SAMI’s working mechanism, with details of

each interaction populated during each execution of SAMI’s level 1 reasoning.

SAMI Level 2 Reasoning. SAMI’s level 2 reasoning, the metacognitive level reasoning, is

responsible for identifying the cause of the misinterpretation and revising the misinterpre-

tation in SAMI’s knowledge base. It is executed when student’s feedback is classified as

error revision. SAMI will first extract the task-relevant entities from student feedback, and

then go through the TMK representation of SAMI to identify relevant Tasks that are related

to student feedback. After identifying the Task that led to the misinterpretations, SAMI will

perform a dictionary look-up on a library of solutions to address various kinds of mistakes

and perform the knowledge revision. The library of solutions can be constructed based on

the potential misinterpretations SAMI could make beforehand. Each step of the level 2

reasoning process will generate a message describing what SAMI has done during the re-

vision process. At the end of level 2 reasoning process, SAMI will compile these messages

into a revision message to explain and walk through its revision process with the student

step-by-step.
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7.1.4 Summary

For SAMI to mitigate its misinterpretation of student’s characteristics during AI-mediated

social interaction, I devised a conceptual model of SAMI’s metacognitive module to take

in student feedback and introspect and identify the cause of its misinterpretation and re-

vise its misinterpretation in its knowledge base. The revision message generated from this

metacognitive module will consist of step-by-step detailed description of SAMI’s reasoning

process to identify and revise the misinterpretation to provide transparency of its working

mechanism to the student. In the next section, I describe an empirical study conducted to

understand and explore the design characteristics of such revision message to retain posi-

tive student perceptions of SAMI.

7.2 Designing AI’s Self-Revision Communication Strategy

7.2.1 Introduction

Despite new advancements in AI techniques, AI agents are not immune to making mistakes

during human-AI communications. AI agents’ communication failures such as misunder-

standing user intention or capturing incorrect user input [134, 345] can negatively affect

user experience [141], leading to user frustration [141, 273, 22], diminished trust [324,

346], and negative perceptions of the AI systems (e.g., perceived intelligence, likeability,

competence, reliability) [135, 137, 136]. To mitigate the negative consequences of human-

AI communication breakdowns, researchers have looked into various recovery strategies

for AI systems to repair its relationship with the users [135, 143, 144, 145]. For example,

mitigation strategies such as having AI systems confirm or acknowledge its failure, provid-

ing information such as explanations to elucidate the situation, integrating human-like so-

cial characteristics such as apology, etc. have showed promising results in enhancing user

perceptions of AI after communication breakdowns [146, 147, 148, e.g.]. However, these

mitigation strategies are often studied independently in human-AI communications [149]
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despite the demonstrated potential of repairing communication breakdowns by combining

several mitigation strategies together [150, 149].

In human-human communication breakdowns, we sometimes explain our rationale that

led to the mistake after repairing and apologizing for our mistake. This strategy could help

ease annoyance caused by the mistake and enhance mutual understanding of each other dur-

ing communications. Nowadays, many AI agents are now capable of repairing simple mis-

takes instantly upon user feedback [347], which has been suggested as one of the most ef-

fective mitigation strategies in repairing human-AI communication breakdowns [135, 347].

However, inspired by the mitigation strategy in human-human communication, there is a

missed opportunity in further enhancing the effectiveness of repairing mistakes with addi-

tional informational and social mitigation such as revision communication and apologies.

In this study, I explore AI’s revision communication as a combination of information and

social mitigation strategies by examining the effectiveness of level of revision details and

apology sincerity on students’ perceptions of AI after AI misinterpretations. Specifically, I

asked three research questions:

• RQ4.1. How does the level of revision details in the AI’s revision message affect

people’s perceptions (i.e., trust, perceived intelligence, likeability) of the AI when

when mitigating AI misinterpretations?

• RQ4.2. How does apology sincerity in the AI’s revision message affect people’s per-

ceptions (i.e., trust, perceived intelligence, likeability) of the AI when mitigating AI

misinterpretations?

• RQ4.3. How to balance apology sincerity and the level of revision details in AI’s

revision message to effectively mitigate people’s perceptions (i.e., trust, perceived

intelligence, likeability) of the AI after encountering AI misinterpretations?

To answer these questions, I conducted a 3x3 mixed factorial vignette survey exper-

iment with 300 participants on the Prolific crowd-sourcing platform. In the experiment,
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participants were asked to describe and rate their perceptions of the AI agent in terms of

trust, perceived intelligence, likeability after reviewing each of the three vignettes. Each

vignette showed a short dialogue between a student and an AI agent, during which the

AI agent misinterpreted students’ characteristics from their self-introduction post, revised

its misinterpretation based on student feedback, and communicated its revision in varying

levels of revision detail and apology sincerity. Through qualitative and quantitative data

analysis, I found that more detailed revision process and more sincere apology can both en-

hance students’ perceptions of the AI after AI misinterpretation; however, when combined

together, these two characteristics could either enhance or diminish students’ perceptions

of AI due to their complementary nature. Based on these findings, I discuss implications for

designing effective communication strategies to mitigate AI misinterpretations by balanc-

ing the informational and social aspects of the mitigation message and the potential of AI’s

revision communication to facilitate human-AI collaboration in communication repair.

7.2.2 Hypotheses

In this section, I review related literature to motivate my hypotheses corresponded to each

research question.

Revision Details

Communicating about the AI agents’ revision process typically consists of the process of

identifying the cause of the error and revising the error, both of which could be commu-

nicated in varying levels of detail. While existing work has not specifically focused on

revision process communication as an AI mitigation strategy, revision process commu-

nication is analogous to a combination of explanation and repair. Prior work has shown

that explaining why the AI system failed can demonstrate the system’s pro-activeness to

help repair [22, 150], increase the system’s perceived intelligence [348, 22], user satisfac-

tion [348], as well as user trust and reliance on the AI system [349, 350]. However, results
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on whether repairs can enhance the effectiveness of explanation in mitigating AI mistakes

has been mixed: some work suggested that repair coupled with explanations can effectively

enhance the AI agents’ perceived usefulness and acceptance [351], yet others have found

that the effectiveness of explanations plus presenting repair plans is not significantly differ-

ent than that of explanations alone in enhancing user trust [352]. Given that the AI agent

in current work actually executed the repair and provided descriptions of the error source,

I hypothesized that:

H4.1. AI agents that describe the revision in more details will be perceived as more

trustful, intelligent, and likeable.

Apology Sincerity

Apology is one of the most commonly used AI mitigation strategy during communication

breakdowns, commonly viewed as an indication of AI’s accountability [353]. However,

varying dimensions of apology can impact the effectiveness of the mitigation. For instance,

AI agents attributing blames to themselves in their apologies are highly preferred by the

users [354, 146]; robots’ sincere apology can better elicit people’s positive attitude and trust

towards robots comparing to baseline apology and explanations [148]. Additionally, other

work pointed out that more genuine apology can better elicit people’s empathy towards the

AI agent [353], and therefore makes the apology more likely to be accepted. Mahmood et

al. (2022) found that apology sincerity, when coupled with AI agents’ blame attribution,

is positively correlated with AI agents’ perceived intelligence, likeability, and recovery

effectiveness. Therefore, I hypothesized that:

H4.2. AI agents that express more sincere apology will be perceived as more trustful,

intelligent, and likeable.
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Combined Effect of Apology and Revision

Few research has looked into whether the affective and social components of AI agent’s

mitigation strategies can improve the effectiveness of informational mitigation strategy [149].

Some existing work has looked into the combination of the blame attribution aspect of apol-

ogy and explanation/repair, suggesting that AI agents who apologized by attributing blame

to themselves instead of the developers of the AI agents are generally able to repair trust

better [355, 356]. More relevantly, Kox et al. (2021) found that AI agents expressing regret

along with providing explanations can effectively recover from failure, suggesting that the

combination of affective and informational mitigation strategies are the most effective in

rebuilding human-AI trust. Through user studies, Yuan et al. (2020) found that participants

preferred mitigation messages to include an apology, an explanation of what went wrong,

and a suggestion for how to repair. Based on these findings, I hypothesized that:

H4.3. AI agents that express more sincere apology and describe the revision in more

details will be perceived as more trustful, intelligent, and likeable.

7.2.3 Study Overview

This study aims at examining the effectiveness of AI’s revision communication strategy to

mitigate students’ perceptions of the AI after encountering AI misinterpretation, focusing

specifically on two mitigation design characteristics: levels of revision detail and apology

sincerity. Given the potential harms and feasibility of controlling the types of misinterpre-

tations generated by AI systems in the wild, this study adopted the experimental vignette

method to control the AI misinterpretation presented to the participants, and examine the

effectiveness of the two design characteristics of AI’s revision message on student’s per-

ceptions of AI in a relatively controlled environment. Experimental vignette method is a

well-established methodology that allows researchers to present carefully constructed short

descriptions of situations, persons, or objects to elicit participants’ beliefs, judgments, and

perceptions of these scenarios [357, 358]. Through systematic variation and control of vi-
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gnette characteristics, researchers are able to study the causal relationships between these

characteristics and participants’ perceptions and judgements of specific scenarios through

between-subject, within-subject, or mixed experiments, while enhancing both internal and

external validity [357]. Experimental vignette method has been commonly used in HCI to

assess people’s perceptions and beliefs such as privacy under various human-AI interaction

scenarios [359, 360, e.g.].

By adopting the experimental vignette method, I conducted a 3x3 mixed factorial sur-

vey study with 300 participants. Each survey asked participants to report their percep-

tions of the different AI agents in three short dialogue vignettes with variations in revision

detail and apology sincerity in the agent’s revision message. In each dialogue vignette,

an AI agent misinterprets the student’s characteristics inferred from the student’s self-

introduction, then attempted to mitigate this mistake by communicating its knowledge revi-

sion based on student feedback. Each participant reviewed two randomly selected vignettes

and one baseline vignette (three vignettes in total for each participant). After reviewing

each dialogue vignette, participants were asked to rate their perceptions of the AI agent

in terms of perceived intelligence, likeability, trust, and describe what they liked/disliked

about the AI agent’s revision message. At the end of the survey, participants reported their

demographic questions as well as their personality, major, level of study, AI attitude, and

AI literacy.

I deployed this survey on the Prolific crowdsourcing platform and recruited from par-

ticipants who self-identified as current students in the United States. I ended up collecting

300 valid survey responses, after rejecting and returning 71 responses that finished way

too quickly, inconsistent, or used generative AI tool to complete the qualitative questions.

This resulted in 900 valid vignette evaluations. The median survey completion time is 13

min 42 seconds, and each participant was compensated with USD $3.5 upon successful

completion. This study was approved by the university’s IRB.
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Table 7.1: Overview of the nine dialogue vignettes presented to the participants.

Revision Ack.
(Control)

Revision Process Revision Result

No
Apology
(Control)

The AI agent does not apolo-
gize, then acknowledges a re-
vision has been made without
further details.

The AI agent does not apol-
ogize, then provides a de-
tailed step-by-step descrip-
tion of how it revised its pre-
vious misinterpretation based
on student feedback.

The AI agent does not apolo-
gize, then describes the final
revision result without fur-
ther details.

Casual
Apology

The AI agent apologizes in a
casual manner, then acknowl-
edges a revision has been
made without further details.

The AI agent apologizes in
a casual manner, then pro-
vides a detailed step-by-step
description of how it revised
its previous misinterpretation
based on student feedback.

The AI agent apologizes in
a casual manner, then de-
scribes the final revision re-
sult without further details.

Serious
Apology

The AI agent apologizes in
a serious manner, then ac-
knowledges a revision has
been made without further
details.

The AI agent apologizes in
a serious manner, then pro-
vides a detailed step-by-step
description of how it revised
its previous misinterpretation
based on student feedback.

The AI agent apologizes in
a serious manner, then de-
scribes the final revision re-
sult without further details.

Vignette Design

To examine the impact of revision detail and apology sincerity of AI’s self-revision miti-

gation strategy on people’s perceptions of the AI, I manipulated these two factors in three

levels across all dialogue vignettes. This study thus took a 3x3 design: 3 levels of revision

detail (revision acknowledgement, revision process, revision result) x 3 levels of apology

sincerity (no apology, casual apology, serious apology), which resulted in nine dialogue

vignettes. To vary the levels of revision detail, the AI agent either provided an acknowl-

edgement that it has made the revision without any further details (revision acknowledge-

ment), or described in detail of its self-revision process step-by-step (revision process), or

described only the final revision result (revision result). For the levels of apology sincerity

in the AI’s self-revision communication message, the AI agent either did not apologize for

its previous misinterpretations at all (no apology), or apologized in a casual way (casual

apology), or apologized in a very serious manner (serious apology). Table 7.1 provides an

overview of the nine dialogue vignettes.
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(a) Casual apology + revision process (b) Serious apology + revision result

Figure 7.4: Two example dialogue vignettes. AI’s revision communication message is high-
lighted in purple in all dialogue vignettes to remind participants to focus on the revision
communication message when filling out the follow-up measures.

Each dialogue vignette describes the process of a short AI-mediated social interaction

process between a student and an AI agent. The dialogue begins by the student introduc-

ing themselves to an AI agent for the AI agent to provide social recommendations based

on their self-introduction. The AI agent then provides a social recommendation, which is

based on a misinterpretation of the student’s characteristics in their self-introduction. Given

the current study focus on AI’s revision message instead of the misinterpretations itself, I

focus on the most basic and least offensive type AI misinterpretation: inaccurate extraction

of basic information (student’s hobby or city/country they are living in) from student’s self-

introduction. This type of AI misinterpretation usually manifests itself when there are mul-

tiple hobby-related key words, or multiple cities/countries in students’ self-introduction.

After the AI agent provides a social recommendation based on misinterpretations of either

the student’s hobby or location, the student provides feedback to correct AI’s misinter-

pretation. The AI agent then replies with a revision message, the content of which varies

depending on which vignette was randomly chosen from the nine dialogue vignettes. To

ensure generalizability and minimize repetitions of the dialogue vignettes [358], I varied

172



several minor context factors such as the student’s self-introductions, AI agent’s misin-

terpretations of hobby or location, the wording of casual and serious apologies to better

distinguish between each vignette. Figure 7.4 shows two sample vignettes from the nine

possible samples shown to the participants, and the rest of the sample vignettes can be

found in Appendix section D.1.

Survey Measures

The survey begins with an example dialogue between a student and an AI agent and ask the

participants to focus specifically on the AI agent’s revision message presented at the end

of each sample dialogue. Participants were then presented with a dialogue vignette, fol-

lowed with a set of questions designed to gauge participants’ perceptions of the AI agent

after reviewing the AI agent’s revision message in the vignette. This set of questions begin

with two qualitative questions asking participants to describe what they liked and disliked

about the AI agent’s revision communication message. Participant then filled out a human-

computer trust scale, taken from Gulati et al. (2019), to rate their trust in the AI agent

they just saw in terms of the agent’s perceived risk, benevolence, competence, and over-

all trust on a five-point likert scale. Participants then reported perceived intelligence and

likeability of the AI agent by filling out the adapted Godspeed scale for human-robot in-

teraction [282], measured on a scale of one to five. Participants filled out this same set of

perception questions after they were presented with each vignette, resulting in three sets of

perception measures from each participant.

After participants reviewed and reported their perceptions of the three vignettes, par-

ticipants filled out a series of questions to report their AI literacy, general AI attitude, per-

sonality, and demographic questions such as age, gender, current level of study, and ma-

jor/specialization at school. AI literacy was measured by adapting the overall AI literacy

measurements from Pinski and Benlian (2023), and general AI attitude was measured on

a scale from 1 (very negative) to 7 (very positive). All survey measures can be found in
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Appendix section D.2.

Participant Summary

Given that the context for this study is AI-mediated social interaction in higher education, I

recruited adult participants who are current students with some experience with large-scale

learning contexts (e.g., large in-person classroom or online learning). All participants were

located in the United States. Prior to recruiting, I conducted a power analysis using the pwr

package in R to assess the sample size needed to achieve sufficient power for the results.

For this test, I used a significance level 0.05 and a medium-strong effect (0.35). I found that

current experiment design (linear regression model) would achieve 0.9 statistical power

with 160 vignette evaluations. In this study, the 300 participants provided 900 vignette

evaluations, which satisfied the requirements for a sufficiently powerful analysis.

The final participant pool has an average age of 30.4±11.3, ranging between 18 to 73

years old. 55% of the participants self-identified as woman, 39.7% self-identified as man,

and 3.67% self-identified as non-binary. About half of the participants are majoring in

STEM-related majors (n=153, 51%). Most of the participants are studying at the under-

graduate level (n=207, 69%), with 19.7% studying at the master level, and 10% at the

doctorate level. 72% of the participants held a positive view of AI (n=216), with 13.3%

participants reported neutral (n=40). Participants are relatively familiar with AI technol-

ogy, with an 4.26±1.43 rating out of a seven-point scale on overall AI literacy.

7.2.4 Data Analysis

To answer the research questions, I took a mixed-methods approach to analyze the quanti-

tative data of students’ perception ratings of the AI agent as well as the qualitative data of

students’ reported likes and dislikes about the AI’s revision communication message. I pri-

marily built three Linear Mixed-Effects models to understand the effects of revision detail

and apology sincerity on the three outcome variables: people’s trust, perceived intelligence,
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and perceived likeability of the AI. I chose Linear Mixed-Effects model because this was

a mixed-factor study with uneven sample sizes in each vignette condition. The outcome

variables were all measured on a five-point Likert scale. These models were built in R, us-

ing the lmer function from the lme4 package. Given that both predicting variables (revision

detail and apology sincerity) are categorical variables, I manually set the reference level for

apology sincerity to the control variable “no apology,” and the reference level for revision

detail to the control variable “revision acknowledgement.” Based on prior literature, Given

that vignette analysis typically account for confounding factors [359], I included partic-

ipants’ age, gender, level of study, major (STEM or nonSTEM), AI attitude, AI literacy

and the five dimensions of personality in the model as covariates based on prior literature.

Gender and major were categorical values and hence dummy coded as: 1-Woman, 2-Man,

3-Non-binary, 4-Prefer not to say; 0-non STEM, 1-STEM. Both AI attitude and AI liter-

acy were measured on a seven-point Likert scale. Given that each participant reviewed and

rated two randomly selected vignettes, I also included participant as a random effect to

account for the within-subject component of the study. The models can be formalized with

the following Equation 7.1, where P stands for trust, perceived intelligence, and perceived

likeability of the AI agent:

P ∼ ApologySincerity +RevisionDetail + ApologySincerity ∗RevisionDetail

+ Age+Gender + StudyLevel +Major + AIAttitude+ AILiteracy

+Extroversion+Neuroticism+Agreeableness+Openness+Conscientiousness

+ (1|ProlificID) (7.1)

For the qualitative data, I qualitatively analyzed students’ short answers about their likes

and dislikes of the AI agent’s revision messages. There are a total of 900 short responses

generated by the 300 participants. I first open coded students’ short responses, and then
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distilled 25 codes (e.g., student likes that the AI explained the revision process, student

dislikes that the message sounds too robotic). I then re-coded students’ short responses

using the 25 codes I distilled. After these two rounds of coding, I compared and contrasted

the codes between each dialogue vignette condition to offer contexts and insights regarding

the findings from the quantitative data, which I describe below.

7.2.5 Findings

Before I present the findings from the three models, I first investigated students’ perceptions

of the AI agents through descriptive analysis and simple visualization. I did this by calculat-

ing the average score of students’ overall trust, perceived likeability and intelligence of each

of the AI agent in the nine dialogue vignette conditions, as shown in Table 7.2. The results

confirmed the assumption that the AI agent in the baseline vignette (revision acknowledge-

ment + no apology) received the lowest rating on overall trust, likeability, and intelligence.

Among the nine dialogue vignettes, students perceived the AI agent that communicated

the revision process and casual apology as the most likeable and most intelligent. While

the AI agent that provided revision process and casual apology only received the second-

highest rating on overall trust, its average score was only 0.02 lower than the AI agent that

earned the most overall trust by providing revision result and serious apology. This result

suggested that AI agents that communicated revision process and offer casual apology in

their revision message were overall better perceived by students compared to the other AI

agents in the vignettes.

I then visually inspected the data by plotting these average perception ratings in Fig-

ure 7.5. This bar graph suggested that revision messages with higher levels of revision de-

tails and apology sincerity generally led to better perceptions of the AI agents compared to

those in the baseline vignette. There appeared to be a drastic increase in likeability between

the baseline vignette (revision acknowledgement + no apology) and when casual or seri-

ous apology was provided with revision acknowledgement, which suggested that apology
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Table 7.2: An overview of students’ average perception ratings for each dialogue vignette
that shows different combinations of levels of revision detail (H4.1) and apology sincerity
(H4.2) in the AI agent’s revision communication message. The highest average vignette
rating for each perception construct are in blue, the lowest average perception rating are
in red.

H4.1: Revision Detail H4.2: Apology Sincerity Overall Trust Likeability Intelligence

Ack. (Baseline) No Apology (Baseline) 2.34 2.63 2.93
Ack. Casual 2.76 4.06 3.58
Ack. Serious 3 4.11 3.56
Process No Apology 3.16 4.01 3.9
Process Casual 3.42 4.26 4.07
Process Serious 3.27 4.1 3.86
Result No Apology 3.07 3.83 3.61
Result Casual 3.15 4.09 3.71
Result Serious 3.44 4.22 3.97

could be critical in improving the AI agent’s likeability when mitigating misinterpretations.

The differences in perception scores between revision process and revision results did not

appear drastically different from each other, nor were the differences between casual and

serious apology. Upon closer inspection of the bar graph, I noticed that providing revision

process could increase the perceived trust, likeability, and intelligence of the AI agent when

coupled with casual apology, yet slightly less effective when coupled with serious apology;

however, this appears to be the opposite case when communicating revision result. I further

unpack these observations next by reporting the results from the three mixed-effect linear

regression models with supplement findings from the qualitative analysis.
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Figure 7.5: Bar chart of the average perception ratings for overall trust, likeability, and
perceived intelligence of the AI agent across all nine dialogue vignettes. This shows the
overall trend that both increased apology sincerity and increased revision details in the
AI agent’s revision communication message could improve people’s perceptions of the AI
agent.
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Table 7.3: Results of the three mixed-effect linear regression models(Equation 7.1) showed that revision detail and apology sincerity
had positive main effects on AI agents’ perceived trust, intelligence, and likeability when compared to the baseline. Some vignettes
with varying levels of revision detail and apology sincerity also showed significant interaction effects on students’ perceptions of the AI
agents. Only significant covariates are reported in the table. *** p<0.001 ** p<0.01 * p<0.05 . p<0.1

Overall Trust Intelligence Likeability
Est. S.E. p-value Est. S.E. p-value Est. S.E. p-value

(Intercept) 1.81 0.34 *** 2.16 0.32 *** 1.44 0.27 ***

H4.1: Revision Detail
(ref: Acknowledge.) Process 0.86 0.1 *** 1.01 0.1 *** 1.43 0.1 ***

Result 0.75 0.11 *** 0.72 0.1 *** 1.2 0.1 ***

H4.2: Apology Sin-
cerity (ref: No Apol-
ogy)

Casual 0.34 0.11 ** 0.5 0.1 *** 1.35 0.1 ***

Serious 0.59 0.11 *** 0.57 0.1 *** 1.43 0.1 ***

H4.3: Revision Detail
* Apology Sincerity Process * Casual -0.13 0.17 -0.38 0.16 * -1.15 0.16 ***

Result * Casual -0.27 0.17 -0.4 0.16 * -1.05 0.16 ***
Process * Serious -0.46 0.18 ** -0.57 0.16 *** -1.35 0.16 ***
Result * Serious -0.26 0.18 -0.26 0.16 -1.03 0.16 ***

Significant Covariates Age 0.01 0.00 *
Gender -0.13 0.06 *

AI Attitude 0.07 0.03 * 0.08 0.03 ** 0.08 0.03 **
Study Level -0.13 0.06 *
Openness -0.07 0.04 .

Neuroticism 0.06 0.03 *
Conscientiousness 0.08 0.03 **
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Examining the Effect of Revision Detail on AI Perceptions

The model results showed a significant main effect of revision detail on students’ per-

ceptions of the AI agent. This indicates that AI agents that provided revision process or

revision results in the revision message were better perceived in terms of overall trust, like-

ability, and intelligence than AI agents that only provided revision acknowledgement. As

shown in Table 7.3, compared to revision acknowledgement, revision message with revi-

sion process was positively correlated with the AI’s perceived trust (Est.=0.86, p <0.001),

intelligence (Est.=1.01, p <0.001), and likeability (Est.=1.43, p <0.001); revision messages

with revision result was also positively correlated with people’s overall trust (Est.=0.75, p

<0.001), perceived intelligence (Est.=0.72, p <0.001), and likeability (Est.=1.2, p <0.001)

of the AI agent. This result supports hypothesis 4.1.

To understand students’ opinions on the AI’s revision details, I examined students’

short answers that detailed their likes and dislikes about the AI’s revision messages. I found

that students were generally positive about AI agents that communicated revision results.

Students liked that these AI agents were able to correct the mistakes and specify what was

fixed after the revision in a short revision message. One student said, “I like it let the student

know that the error was fixed as well as how it was fixed. It’s the right length - not too long

and not too short.” However, other students also pointed out the need for the AI agents to

provide more explanations regarding the error. One student said, “It could have explained

why it made an error and how it will avoid those mistakes in the future.” Others added

that only communicating the revision result made the AI agent appear robotic and cold: “I

dislike how the AI states ‘I just changed your hobby from ‘business’ to ‘knitting’ etc. as it

felt more robotic and not personal. I feel like if the AI’s goal was to sound more human

like they would phrase it in another way. Maybe phrase it like ‘My bad, your interests are

knitting not painting’ as it looks more like the AI is understanding the student rather than

changing its own coding checklist”

Compared to revision result, communicating revision process made the AI agents ap-
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pear more knowledgeable, genuine, and transparent. Students perceived these AI agents’

step-by-step and detailed explanations of the revision process as an indication of its efforts

to be transparent and correct the mistakes. One student said, “I like how they explained

why they accidentally misinterpreted her location. It makes the users feel heard and shows

the AI is paying attention and is personable.” Communicating about the revision process

also made the student perceive the AI agent as genuine and sincere, and trust it to act in

the student’s best interests. One student said, “I appreciate the fact that the AI agent is

very clear about where the error was made in its analysis of the student message. This will

help it continue to learn the best way to analyze student requests, and will also help the

student better learn to communicate with AI.” However, students also reported that they

didn’t like the revision process being so detailed, which came off as overwhelming and

annoying. Students had different opinions about whether communicating the revision pro-

cess made the AI agent more human-like or more robotic— some students felt that the AI

agent describing human-like revision reasoning process was “creepy”, yet other students

felt the message to be robotic given that “no humans would talk like this.” Some students

also felt that communicating revision process was unnecessary since they only wanted to

get updates on the mistakes being fixed.

Examining the Effect of Apology Sincerity on AI Perceptions

Model results also showed that apology sincerity had a significant main effect on student’s

perceptions of the AI agent. This suggested that in comparison to AI agents not apologizing

at all, AI agents apologizing in either a casual or a serious way in its revision message sig-

nificantly improved students’ overall trust, perceived likeability, and intelligence of the AI

agent. Specifically, as shown in Table 7.3, compared to no apology, casual apology was pos-

itively correlated with people’s overall trust (Est. = 0.34, p <0.01), perceived intelligence

(Est.=0.5, p <0.001), and likeability (Est.=1.35, p <0.001) of the AI agent; serious apology

was also positively correlated with people’s overall trust (Est.=0.59, p<0.001), perceived
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intelligence (Est.=0.57, p<0.001), and likeability of the AI agent (Est.=1.43, p <0.001).

This result support hypothesis 4.2.

The importance of the AI agent providing an apology was further echoed in students’

short responses. Students believed that apologizing at the beginning of the message demon-

strated AI’s willingness to take responsibility and correct its mistake, instead of attempting

to shift the blame to the users. Most students liked when the AI agents provided casual

apology, which made the AI agent appear warm, friendly, and human-like. One student

commented that these traits “makes the user want to interact more with the AI agent.”.

Many students felt that the humor in the casual apology was able to mitigate the AI agent’s

mistake: “I liked the ‘dropped the ball’ response. It’s fun and uplifting to help with the

fact that it was wrong.” Others pointed out that casual apology made the AI agent more

human-like “I like how it wasn’t very ‘AI-like’ and sounds like something you would text

a friend.” However, a few participants felt that AI agents’ casualness could come off as

unprofessional and insincere: “The ‘oops’ is very informal and unprofessional. It would

have annoyed me.”

Sincere apology gained mixed reactions from the students. Some students felt that the

sincere apology made the AI agent appear kind, empathetic, and genuine: “I like that it

expresses genuine concern and apology for getting the response wrong.” However, many

students pointed out that sincere apology seemed a bit overboard given that it was a small

mistake. This could make the AI agent come off as fake, not sincere, and robotic. One

student said “It just seems a little over the top and dramatic. It almost comes across as

trying too hard to please the user.” Another student also pointed out that it almost felt

manipulative: “[I disliked] that it sounded too sorry, which almost makes you feel bad for

it. It could just be a quick response saying ‘my bad let me fix that.’ ”
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Figure 7.6: Revision details and apology sincerity interacts with each other on AI agents’
perceived overall trust, likeability, and intelligence. AI agents providing casual apology
while describing the revision process were perceived to be more trustful, likeable, and
intelligent comparing to AI agents providing revision results. However, when AI agents
provide serious apology, agents that provided revision results were better perceived than AI
agents described the revision process across perceived trust, likeability, and intelligence.

Exploring the Combined Effect of Revision Detail and Apology Sincerity on AI Perceptions

The model results (Table 7.3) also showed significant interaction effects between revision

detail and apology sincerity on students’ perceptions of the AI agents when compared to

the baseline vignette. To get a better understanding, I made three interaction plots for each

perception measure to visually inspect the interaction effect between apology sincerity and

revision detail, as shown in Figure 7.6. It is evident from the interaction plots that in both the

no apology and casual apology conditions, providing revision process was able to enhance

the AI agent’s perceived overall trust, likeability, and perceived intelligence better than

providing revision result. However, this is not the case when providing serious apology—

when revision process was coupled with serious apology in AI agent’s revision commu-

nication, its advantage in mitigating and improving students’ perceptions of the AI agent

was diminished. Instead, communicating revision result with serious apology slightly out-

performed communicating revision process with serious apology in improving students’

perception of the AI. This effect was consistent across all three perception measures in

overall trust, likeability, and perceived intelligence of the AI agent. Therefore, this finding

did not support hypothesis H4.3. This finding also seemed counterintuitive, hence I looked

for further contexts and explanations in students’ short answers.
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I found that revision details and apology sincerity, when combined together, could either

complement and enhance their respective strengths to elicit positive perceptions of the AI

agent, or exacerbate their respective weaknesses and diminish student perceptions of the

AI agent. In the previous section, I described that communicating revision process was

perceived as an indication of the AI agent’s effort and willingness to provide transparency

and work with the student, yet could also be perceived as annoying and overwhelming. I

found that casual apology could mitigate some of the annoyance that came with the long,

detailed description of the revision process, thus made the AI agent appear more casual and

friendly. However, the human-like tone of casual apology could also exacerbate students’

feelings of eeriness and discomfort about the AI agent when combined with AI agent’s

descriptions of human-like reasoning process. On the other hand, providing serious apology

on top of the lengthy explanations of the revision process could make the AI agents appear

excessively apologetic and overboard for a minor mistake. Some students felt that it came

off as insincere and robotic. One student said, “I don’t think it needs to be as apologetic.

That kind of freaks me out for some reason, because I don’t think it matters as much to me.”

In the previous section, I discussed that students were generally satisfied with com-

municating revision results given that it held the AI agent accountable for its mistake and

provided sufficient updates about the revision. However, the lack of details about the revi-

sion process was perceived by some as less genuine and transparent. I found that providing

serious apology was able to compensate for the lack of sincerity when communicating

revision results. The AI agent thus was able to appear as sufficiently sincere and capable

after the revision message. One student commented on the revision result + serious apology

message: “Simple, and straight to the point. Apologized and let them know it was updated.”

While students were mostly positive about providing casual apology and revision results,

casual apology was not able to compensate for the lack of sincerity nor transparency to

improve students’ perceptions of the AI agent.
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7.2.6 Discussion

Through analyzing the qualitative and quantitative data from the vignette survey experi-

ment, I examined the effectiveness of the informational and social characteristics of AI’s

revision message in mitigating students’ perceptions of AI after AI misinterpretations, fo-

cusing on the levels of revision detail (informational characteristic) and apology sincerity

(social characteristic). Specifically, I found that communicating more detailed descriptions

of AI’s revision process and more sincere apology can both enhance students’ percep-

tions of the AI after AI misinterpretations. However, when these two characteristics are

combined together in the revision message, they could either complement or detract each

other’s effectiveness in mitigating students’ perceptions of AI. Based on these findings, I

discuss below implications for designing effective mitigation strategies and the potential of

AI’s revision communication to facilitate human-AI collaboration in communication repair.

Consistent with much of existing work, this study showed that informational mitigation

strategy [349, 348, 22] such as revision communication or social mitigation strategy [353,

146] such as apology are both effective in mitigating human-AI communication break-

downs on their own. However, building on top of this line of work, this study showed

that combining and balancing the informational and social mitigation strategies as design

characteristics in AI’s revision communication can maximize its effectiveness in mitigating

students’ perceptions of AI after AI misinterpretations. In this study, while students found

both the revision process and revision result communication helpful, students also disliked

certain aspects of each: communicating the entire revision process can come off as over-

whelming and annoying, and communicating revision result can come off as insincere and

lacking transparency. However, different levels of apology sincerity can effectively mitigate

such weaknesses— casual apology can reduce the overwhelming and annoying feelings of

revision process communication, and sincere apology can make up for the lack of sincer-

ity of revision result communication. By examining the effect of revision communication

through combining the characteristics of multiple mitigation strategies, this work uncov-
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ered the subtle differences in the effect of individual mitigation strategy that could either

complement or detract the effectiveness of mitigation when combined together. Designers

therefore can consider combining multiple mitigation strategies together to enhance the ef-

fectiveness of mitigation, but beware of the potential unanticipated effect when individual

mitigation strategies are combined together.

Echoing with prior work [148, 147], this study also showed that the context and nature

of the AI mistakes matter when assessing the effectiveness of the mitigation strategy. For

example, students in this study felt that the sincere apology or the revision process commu-

nication came off as “too overboard” given that the AI misinterpretation presented in the

vignette was a simple one— misinterpreting students’ hobby or location. This could even

lead to students’ feelings of the AI agent being manipulative by appearing sincere to en-

hance user perceptions. Given the prevalence of AI systems across high-risk context such

as human-AI clinical decision-making [362] to low-risk contexts such as AI-mediated so-

cial interaction in the current study, it appears that there is no one size fits all equation as to

which mitigation strategy or combination of mitigation strategy would be the most suitable

for enhancing user perceptions during human-AI communication breakdowns. I encourage

future work to assess and design mitigation strategy tailored to specific application context.

Finally, this study also points out the direction of considering AI’s revision communi-

cation as part of the human-AI collaborative effort in enhancing mutual understanding. In

this study, some students commented that by communicating about the AI’s working mech-

anism through revision process communication, students gained knowledge about how the

AI works, which can help future human-AI communications. Echoing with Mueller et al.

(2021) and Kim et al. (2023)’s point that explanation is never a “one-off” interaction, this

work demonstrated the potential of designing AI’s revision communication not only as a

mitigation strategy, but also as an opportunity for humans to learn more about the AI’s

working mechanism to enhance future communications. A challenge here is to design AI’s

revision communication to be interpretable to the user to truly advance mutual understand-
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ing. In this study, to improve the interpretability of AI’s revision communication, I chose to

mimic human’s metacognitive reasoning process for the AI agents to perform and commu-

nicate about its revision process. Most students in this study appeared to be able to interpret

AI’s revision process, however, mimicking human’s reasoning process also posited the risk

of eliciting some students’ uncanny valley feelings of eeriness. Future research can further

examine more suitable methods to enhance the interpretability of AI’s revision communi-

cation strategy while minimizing potential risks.

7.2.7 Limitations and Future Work

While this study offered implications on balancing the social and informational aspects

of revision communication mitigation strategies, this work has some limitations. First, the

findings from this study is based on vignette survey experiments where participants’ per-

ceptions of the AI are measured after reviewing sample dialogue between a student and

an AI agent. People’s actual perceptions of the AI during AI-mediated social interaction

where they are personally invested in the communication outcome might differ when such

interactions take place in the wild. Future work should explore the effectiveness of various

informational and social aspects of revision communication strategies through in-the-wild

approaches such as observational study or Ecological Momentary Assessment. Second,

while this study focused on the combination of the social and informational aspect of revi-

sion communication strategies, future work should also take into account of other aspects

of AI repair strategies such as disclosure of AI’s limitations and capabilities, asking for

clarifications from the user, or delegate to human assistance [143, 144, 145]. Finally, the

AI misinterpretation presented to the participants in the vignettes only cover the most fun-

damental type of AI misinterpretations (e.g., hobby, location) in AI-mediated social inter-

action. Future research should further examine the effectiveness of various repair strategies

when the AI system misinterprets more personal aspects of the students (e.g., emotions,

social connection goals).
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7.3 Reflections & Takeaways

This chapter examines the third stage of the Mutual Theory of Mind framework for human-

AI communication— ToM revision: AI’s revision of its interpretation. Through proposing

and evaluating AI’s revision and communication process, this chapter showed that to en-

hance students’ perceptions of AI after AI misinterpretation, AI systems can mimic hu-

man’s metacognitive process in knowledge revision and communication to improve the

interpretability and transparency of AI’s working mechanism. The vignette survey experi-

ment pointed out that AI’s revision communication should be combined with social mitiga-

tion strategies (e.g., apology) to maximize its effectiveness in enhancing the perceived trust,

intelligence, and likeability of the AI agent. However, combining varying levels of revision

communication details with social mitigation strategies can have unexpected effects— they

can either complement and enhance each other’s strengths to elicit positive perceptions of

the AI, or exacerbate each other’s weaknesses and decrease students’ perceptions of the

AI. Designers therefore should be aware of the unexpected effect when combining revision

communication with social mitigation strategies.

Compared to the ToM construction and recognition stage, the revision stage investi-

gated in this chapter is the only stage that builds upon existing interpretation based on

feedback— AI’s revision of its own prior interpretation of the human. This introduces the

concept of self-revision, in which the AI introspects on its own prior interpretation to per-

form the revision. To enable such self-revision, this chapter presents a conceptual model of

AI’s self-revision process inspired by human’s metacognitive process with the goal of im-

proving transparency during revision communication. However, this approach can be com-

putationally expensive and difficult to implement for AI systems that are not knowledge-

based. Future work should further explore opportunities to design AI’s self-revision that

are scalable and interpretable by humans. While the vignette experiment study recruited

participants from diverse areas (e.g., business, nursing) and institutions in the U.S., par-
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ticipants’ perceptions of the AI are based on human-AI dialogue vignettes instead of their

own interactions with the AI agent. The AI misinterpretations presented in the vignettes

are also of basic and minor mistakes (e.g., location and hobby misinterpretations). Future

research should examine people’s perceptions of AI in human-AI communications in the

wild through observational studies, and compare misinterpretations of varying severity and

stakes in AI-mediated social interaction.

As the last stage of the MToM framework, ToM revision closes the loop of one com-

plete turn of human-AI communication in AI-mediated social interaction. However, the

communication process does not and should not end here. As AI systems are becoming

increasingly more sophisticated, multi-turn communication has become the norm. In AI-

mediated social interaction, a long-term continuous human-AI communication for the AI

to get to know students’ preferences, needs, and goals are highly desired by the study par-

ticipants in chapter 4. The completion of ToM revision process represents the new turn

of communication starting over from any of the MToM stage depending on the specific

communication context— if the AI’s revision communication prompts student’s new inter-

pretation of the AI, this would lead to the ToM construction stage; if the student continued

to provide feedback asking the AI to reiterate on its interpretation, this would lead to a new

round of ToM revision stage. The MToM framework outlined in this thesis provides the ba-

sic scaffolding for researchers to examine the beginning of the human-AI communication

in AI-mediated social interaction, yet remain its flexibility for researchers to re-arrange the

order of the various ToM stages and the subject of each stage to thoroughly account for both

the human and the AI’s interpretation in various communication contexts. The next chapter

summarizes the findings from this thesis to provide a synthesis of design implications for

human-AI communication in AI-mediated social interaction in large-scale learning from

the lens of the MToM framework. Based on findings from this thesis, I further discuss and

unpack opportunities in accounting people’s perceptions of AI in human-AI social commu-

nication, designing AI’s social roles responsibly, and research opportunities in human-AI
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interaction through Mutual Theory of Mind.
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CHAPTER 8

CONCLUSION

8.1 Summary and Contributions

At the nascent stage of HCI, Reeves and Nass (1996) proposed the Media Equation the-

ory that describes the phenomenon of people mindlessly attributing social characteristics

and applying social rules when interacting with desktop computers that have little to no

anthropomorphic features [94, 93]— in fact, participants vehemently denied their social

responses and insisted they would never respond socially towards a computer during the

debriefing sessions of their follow-up studies [311]. More than two decades later, as AI

systems are designed with human-like appearances and behaviors with varying social ca-

pacities, people are intentionally and knowingly expecting and perceiving AI systems to

exhibit human-level social functions as they assume different social roles in different as-

pects of our society— e.g., Github co-pilot as our coding partner in workplaces, AI agents

acting as students’ teaching assistants in large-scale learning contexts.

While matching user expectations of technology has always been the cornerstone of

HCI to enhance user experiences [23], nowadays, user frustrations and abandonment of the

technology when it fails to match user expectations is the least of all concerns— when AI

systems exhibit seemingly human-level or beyond human-level capabilities such as “read-

ing our minds” in human-AI communications, these behaviors inform people’s inaccurate

or even dangerous perceptions of AI systems that know us more than ourselves [45, 33, 47,

365], as our work partners that is more knowledgeable than us [26, 366, 367], or as author-

ity figures that are always legitimate and right [106, 365]. Recognizing, responding, and

shaping people’s perceptions of AI during human-AI communications therefore becomes a

critical problem for the HAI community to not only enhance user experience with AI sys-
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Figure 8.1: The Mutual Theory of Mind framework for human-AI communication.

tems, but also to ensure the development of human-centered and responsible AI technology

in our society.

Inspired by the Mutual Theory of Mind in human-human communications where both

parties leverage their ToM capability to continuously infer, respond, and shape others’ per-

ceptions of them, this thesis is the first to propose the vision of MToM for human-AI com-

munication. Working towards this vision, this thesis provides theoretical contributions by

positing the MToM framework for human-AI communication (see Figure 8.1) to guide

the design of MToM in human-AI communication. The MToM framework breaks down

the iterative communication process into three analyzable stages: ToM construction, ToM

recognition, and ToM revision. Each stage represents a ToM process of one party’s feed-

back shaping the other party’s interpretation. By providing a descriptive and prescriptive

account of MToM in human-AI communication, the MToM framework aims at inspiring

researchers, developers, and designers to inspect each ToM process happening at each stage

to derive new ideas of how AI systems can be designed to support the MToM process.

Guided by the MToM framework for human-AI communication, this thesis then ex-

amined human perceptions of AI at each stage of the MToM framework, with the goal of

distilling human-centered design implications for AI’s ToM-like capability to monitor, re-

spond, and shape people’s perceptions of AI systems that are assuming diverse social roles.
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Figure 8.2: Summary of thesis exploration.

Specifically, this thesis investigated this problem in the context of large-scale learning,

where AI agents are being equipped with ToM-like capability by serving the roles of social

match-makers and virtual teaching assistants to bring personal attention to students as edu-

cation scales up. This trend is especially evident in AI-mediated social interactions, where

AI agents are serving the role of social match-makers to enhance students’ social presence

in large-scale learning by helping students build social connections with each other based

on the information inferred from students’ digital footprint such as their self-introduction

posts posted on the class discussion forum. However, students’ interactions, perceptions,

and perspectives of such AI agents that are exhibiting human-like capabilities of inferring

about their characteristics to enhance their social belongingness have not been explored.

To provide human-centered design implications for AI systems that mediate students’

social interactions, I began by examining RQ1: “What are the design requirements of AI-

mediated social interaction from online learners’ perspectives?” in chapter 4. Taking the

Online Master of Science in Computer Science (OMSCS) program at Georgia Tech as an

exemplar of large-scale learning environment, I conducted a series of semi-structured in-
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terviews and co-design workshops with students in the OMSCS program. Through these

studies, I explored online learners’ existing needs and challenges in building remote so-

cial connections and identified students’ preferences and concerns for AI-mediated social

interaction in the OMSCS program. The results show that the lack of social translucence

and the existence of the social-technical gap in online learning environment are the main

perceived difficulties in building remote social connections for online learners. Students

also expressed their preferences for AI systems with human-like characteristics and be-

havior to mitigate these challenges in AI-mediated social interaction, yet also discussed

their concerns about privacy, emotional burden, and being misinterpreted by the AI during

AI-mediated social interaction. Based on these findings, I distilled a set of design guide-

lines for AI system to (1) enhance social translucence by increasing the visibility of social

information, improving students’ awareness of potential social companions, and provid-

ing accountability through adequate pressure for students to make social connections, (2)

bridge the social-technical gap in online learning by introducing human-like AI agents

that can continuously communicate with students about their evolving social needs to pro-

vide timely social recommendations, (3) mitigate potential privacy and social risks that AI

agents might cause by being mindful about the potential social exploitation of student data

and designing objective, non-judgemental AI responses, while ensuring accurate interpre-

tations of the student preferences. These findings highlighted the tension between students’

preferences for human-like AI agents to facilitate their social interactions and the potential

risks and harms that stem from students’ perceptions of AI due to AI’s anthropomorphic

characteristics, highlighting the need for further investigation into the design of human-like

AI systems that can carefully manage and account for students’ perceptions of AI.

Motivated by this tension, the rest of this thesis, focused on examining students’ percep-

tions of AI agents in AI-mediated social interaction to distill design implications for build-

ing AI’s ToM-like capability that can recognize, respond, and shape studnets’ perceptions

of AI during communications. Guided by the MToM framework, the ToM construction
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stage raises the question of how may AI systems automatically construct human percep-

tions of AI as the foundational step of MToM. In the context of the OMSCS program, I

formulated this question as RQ2.“How can AI automatically construct students’ percep-

tions of AI in human-AI communication?” Chapter 5 examined this question through a

longitudinal survey study. In this study, I examined the long-term changes of students’ per-

ceptions of a virtual teaching assistant and measured the feasibility of inferring students’

perceptions of the AI agent through linguistic characteristics extracted from students’ ut-

terances to the agent. I found that students’ perceptions of the AI agent changed over time

even when the AI agent did not have learning capability to evolve over time. My analysis

also showed that linguistic cues such as readability and verbosity of students’ utterances to

the AI accurately reflect their perceptions of the AI agent’s anthropomorphism, likeability,

and intelligence. This study suggested that to account for students’ changing perceptions of

AI, AI systems can be equipped with ToM-like capability in automatic construction of stu-

dents’ perceptions of AI by analyzing the linguistic characteristics of students’ utterances

to the AI.

For AI systems to better construct and calibrate students’ perceptions throughout the

communication process, it is critical to understand how people change their perceptions of

the AI agent through the AI’s communication feedback. In the context of AI-mediated so-

cial interaction in large-scale learning, chapter 6 examined the second MToM stage: ToM

recognition: human’s recognition of AI’s interpretation. This chapter explored RQ3. “What

are students’ perceptions and reactions to the AI after recognizing AI’s (mis)interpretations

of them in AI-mediated social interaction?” To answer this question, I conducted semi-

structured interviews and a large-scale survey experiment to understand students’ reactions

and perceptions of AI after being shown (in)accurate AI interpretations of their personali-

ties for AI-facilitated team-matching in large-scale learning environment. I identified three

rationales that students adopted to make sense of the AI’s working mechanism after en-

countering (mis)interpretations: AI works like a machine, a human, and/or magic. These
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rationales have implications for the ToM construction stage to design AI systems that can

automatically construct people’s rationales during communication as another way to gain

insights into people’s perceptions of AI. Findings further suggest that these rationales are

informed by students’ pre-existing AI knowledge, and most importantly, students’ newly-

acquired AI knowledge from AI outputs. These rationales are highly connected to students’

reactions of AI (mis)interpretations such as over-trusting, rationalizing, and forgiving of AI

misrepresentations. These findings highlight the critical role of people’s AI knowledge in

informing their perceptions of the AI after encountering AI (mis)interpretations. There-

fore, to effectively mitigate harmful perceptions and reactions to AI (mis)interpretations,

AI systems can leverage students’ pre-existing and newly-acquired AI knowledge to detect

students’ rationales in real-time, estimate the consequences of AI misinterpretations, and

provide customized responses to shape students’ inaccurate perceptions of AI. However,

it is unclear how to design AI’s mitigation responses to shape and repair people’s percep-

tions of AI after encountering AI misinterpretations in AI-mediated social interaction. This

leads to chapter 7 that emphasizes on the impact of AI’s revision of its interpretation of the

human and the communication of such revision to shape people’s perceptions of the AI.

Chapter 7 examines the ToM revision stage by exploring RQ4. “How can AI’s revision

of its interpretation influence students’ perceptions of the AI in AI-mediated social interac-

tion?” I approached this research question in two parts: AI’s self-revision and AI’s commu-

nication of its self-revision. Inspired by human’s ToM revision process, i.e., metacognition,

I designed a conceptual model for AI to self-revise its previously inaccurate interpreta-

tion of the student characteristics in AI-mediated social interaction by mimicking human’s

metacognitive reasoning and communication process. Based on this conceptual model of

AI’s self-revision, I then conducted a 3x3 factorial vignette experiment to examine the ef-

fectiveness of the informational and social aspects of the AI’s self-revision communication

strategy in repairing students’ perception of the AI after encountering misinterpretation. In

this study, the informational aspect of revision communication refers to the levels of detail
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the AI agent communicate about its revision process and the social aspect of revision com-

munication refers to the level of apology sincerity the AI agent expresses in the revision

message. I found that AI agent’s communication about its revision process can effectively

mitigate students’ negative perceptions of AI after viewing AI misinterpretations— com-

municating about AI’s revision process signals the AI’s effort to change and to provide

transparency, which elicit positive perceptions of AI. Findings also indicate that combin-

ing the social aspect with the informational aspect of the revision message can increase its

effectiveness in eliciting positive perceptions of AI, however, delicate balance is required

to avoid triggering negative perceptions of AI. These findings suggest that AI systems can

mimic human’s metacognitive process to improve the interpretability and transparency of

AI’s working mechanism. Such informational mitigation strategy should be combined with

social strategies such as apology to maximize its effectiveness. Designers should also be

aware of the combined effect of informational and social mitigation strategies.

Taken together, this dissertation makes contributions to the broader fields of human-

AI interaction, computer-supported cooperative work, and responsible AI. Specifically,

this dissertation provides theoretical contributions by positing the MToM framework for

human-AI social communication to guide the design of MToM in human-AI social com-

munication. This dissertation also provides empirically-grounded design implications for

human-centered AI-mediated social interaction in large-scale learning contexts, highlight-

ing the design tension between the need to design human-like AI agents to bring naturalness

into online social interactions and the potential harms stemmed from AI agents’ anthropo-

morphic features. I also offer implications for designing AI systems with ToM-like capa-

bility to account for human perceptions of AI by offering a rich empirical description of

the automatic construction of people’s perceptions of AI, the impact of human’s recogni-

tion of AI misinterpretations on people’s perceptions of AI, and the design of AI’s revision

reasoning and communication that can influence people’s perceptions of AI. These design

implications are summarized in Table 8.1.
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Limitations and Future Work. While this thesis offers critical design, theoretical, and

empirical insights into people’s perceptions of AI systems through the lens of MToM in

human-AI communication, this work has several limitations. First, this thesis proposed and

empirically examined the MToM framework for human-AI communication solely in the

context of large-scale learning. This thesis investigated students’ perceptions of two types

of AI agents (i.e., virtual teaching assistants and social facilitators) in educational con-

texts, yet there are many other types of AI agents being deployed in large-scale learning

environments with different levels of interaction frequency, anthropomorphism, commu-

nication channels, and most importantly, ToM-like capabilities. Other AI agents such as

personal tutor could interact with students much more frequently and provide personalized

responses based on students’ learning progress instead of personal characteristics, all of

which could prompt different student responses and perceptions of the AI agent. Future

work should replicate the studies presented in this thesis to understand the generalizeabil-

ity of the findings to other AI agents in learning contexts. Second, despite my efforts in

recruiting students from diverse academic and cultural background, findings from this the-

sis is limited by the student population I was able to recruit. Studies presented in chapter 4

and chapter 5 were conducted solely in the OMSCS program at Georgia Tech, where stu-

dents have diverse cultural background yet higher-than-average AI literacy and technology

proficiency than students from non-CS or non-STEM areas. Studies in chapter 6 and chap-

ter 7 broadened the participant pool by recruiting from the Prolific crowdsourcing platforms

to include more students from non-STEM areas. However, all the studies presented in this

thesis were conducted with students located in the U.S. at the time, hence findings may ar-

ticulate a U.S. and western-centric view on AI. Existing work has shown that people from

non-western countries and cultural background have drastically different view on AI [106],

which could heavily influence their perceptions of the AI during communications. Future

research should seek to include non-western voices in studies that examine people’s per-

ceptions and interactions of AI. Third, certain studies in the thesis were conducted in a
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relatively controlled setting (i.e., chapter 6 and chapter 7) instead of real-world AI de-

ployment, where people might interact and perceive the AI differently. Having done both

in-the-wild AI deployment studies and controlled experiments in this thesis, I personally

found a combination of qualitative and quantitative approaches to be the best at providing

a holistic view of people’s perceptions of AI. I encourage future work to pursue a mixed-

methods approach to understand people’s perceptions and experiences with AI systems.

Finally, while I am optimistic about the theoretical power of the MToM framework for

human-AI communication to reach beyond the context of large-scale learning contexts,

the MToM framework was proposed and empirically examined solely in the educational

context. Its guiding power on designing human-AI communication in other contexts re-

main under explored and I encourage future research to examine when, where, and how

the MToM framework could be useful or less useful in certain human-AI communication

contexts.

199



Table 8.1: Summary of design implications from each theme to enhance the human-centered and responsible design of Mutual Theory
of Mind in AI-mediated social interaction.

Theme Research Question Takeaway Design Implications

Human-Centered
Design of
AI-mediated Social
Interaction

RQ1. What are the de-
sign requirements of AI-
mediated social interac-
tion from online learn-
ers’ perspectives?

Students’ perceived difficulties in remote social
connections stem from the lack of social translu-
cence and the existence of the social-technical
gap in online learning environment.

Students expect the AI system to exhibit
human-like social characteristics, conduct con-
tinuous and iterative communications to mitigate
challenges in remote social connections, which
could pose privacy, emotional, and social risk to
students.

AI systems performing AI-mediated social interaction in online
learning should: (1) Enhance social translucence through in-
creasing the visibility of social information, improving students’
awareness of potential social companions, providing account-
ability and adequate pressure for students to connect with each
other. (2) Bridge the social-technical gap by creating artifi-
cial serendipity or using human-like AI agents to communicate
with students about their evolving social needs and provide so-
cial recommendations. (3) Mitigate potential privacy and so-
cial harms that AI agents might cause by being mindful of
social exploitation of student data and designing objective, non-
judgemental AI responses.

ToM Construction:
AI’s Construction of
Human’s Interpreta-
tion of the AI

RQ2. How can AI auto-
matically construct stu-
dents’ perceptions of AI
in human-AI communi-
cation?

Students’ perceptions of AI evolve over time
even when the AI does not change. Linguistic
cues (e.g., readability, verbosity) embedded in stu-
dents’ utterances to the AI can reflect their percep-
tions of the AI (e.g., AI’s intelligence).

To account for students’ changing perceptions of AI, AI systems
can automatically construct and monitor students’ perceptions
of AI (e.g., intelligence, likeabilty, anthropomorphism) through
analyzing the linguistic characteristics of students’ utterances to
the AI.

ToM Recognition:
Human’s Recog-
nition of AI’s
Interpretation of the
Human

RQ3. What are stu-
dents’ perceptions and
reactions to the AI
after recognizing AI’s
(mis)interpretations
in AI-mediated social
interaction?

Students’ ever-evolving AI knowledge informs
the rationales they adopt about the AI’s working
mechanism: AI works like a machine, a human,
and/or magic. Some rationales can lead to harm-
ful perceptions and reactions to AI.

To effectively mitigate students’ harmful perceptions and re-
actions from their ToM derived from AI (mis)interpretations,
AI systems can use students’ newly-acquired and pre-existing
AI knowledge to detect students’ rationales in real-time, esti-
mate the consequence of AI misinterpretations, and provide cus-
tomized responses to nudge students’ inaccurate perceptions.

ToM Revision: AI’s
Revision of Its Inter-
pretation of the Hu-
man

RQ4. How can AI’s re-
vision of its interpreta-
tion influence students’
perceptions of AI in AI-
mediated social interac-
tion?

Mimicking human’s ToM revision (metacogni-
tion) and communication can effectively mitigate
students’ negative perceptions of AI. However, a
delicate balance of the informational (e.g., details
of the revision process) and social aspect (e.g.,
apology sincerity) of revision communication is
required to trigger students’ positive perceptions
of AI.

To enhance students’ perceptions of AI after AI misinterpre-
tation, AI systems can mimick human’s metacognitive process
in knowledge revision and communication to improve the inter-
pretability and transparency of AI’s working mechanism. Such
informational mitigation strategy should be combined with so-
cial strategies (e.g., apology) to maximize its effectiveness.
However, designers should be aware of the combined effect of
informational and social mitigation strategies.
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8.2 Discussion and Future Directions

8.2.1 Designing Human-Centered AI in Large-Scale Learning Contexts

The past decade has witnessed an exponential growth of research and deployment of AI in

large-scale learning to enhance adult learners’ learning experiences and outcomes. How-

ever, most of these tools focus on enhancing micro-level learning process, which empha-

sizes on knowledge/skill acquisition [368] through improving adult learners’ cognitive

presence [39] in large-scale learning. Through in-depth interviews and co-designs with

adult learners, this thesis pointed out the necessity to design AI systems that can sup-

port adult learners’ meso-level (motivational and social processes) and macro-level (work-

related application of knowledge) learning processes [368]. In contrast with traditional ped-

agogy that emphasizes on cognitive learning, adult learning is more complex, influenced

by multiple situational, systemic, and environmental factors. For example, chapter 4 found

that online learners’ social connection goals are often driven by professional outcomes and

the need for peer support during this process of career-transitioning. Given the varying

complex situational and systemic factors contributing to adult learners’ meso and macro

learning processes, a more human-centered approach to identify and address these factors

from learners’ perspectives is urgently needed in future research.

While large-scale learning provided the flexibility adult learners need to fulfill their

career goals, it also poses inherent challenges to adult learners’ meso and macro learning

processes. Through studies with online adult learners, this thesis outlined the design space

of leveraging AI systems to support such processes. Supporting adult learners’ meso and

macro learning processes require continuous and consistent communications with AI sys-

tems given that learners’ goals, needs, and life situations are constantly in flux. Both studies

presented in chapter 4 pointed out the need for AI agents to offer natural, long-term, and

personalized support to meet online learners’ changing social needs and goals. However,

this thesis also surfaced harms and risks that come from learners’ inaccurate perceptions
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of the AI due to its human-like characteristics. The social nature and purpose of AI in

AI-mediated social interaction further exacerbates these harms and risks. Chapter 6 further

pointed out learners’ harmful reactions (e.g., over-trusting AI’s misinterpretations) and per-

ceptions (e.g., AI works like magic) of AI in AI-facilitated team matching even when the

AI misinterpreted their personal characteristics.

To maximize the benefit of human-like AI agents and minimize its potential harms, this

thesis leveraged the MToM framework for human-AI communication to advocate for the

design of long-term and continuous human-AI communication that account for students’

perceptions of AI throughout. Through empirical studies, this thesis offered insights into

students’ perceptions of AI agents at various communication stages, outlining opportunities

for AI agents to construct and anticipate these perceptions. Chapter 5 showed that students’

perceptions of a virtual teaching assistant changed significantly even when the AI agent had

no learning capabilities; Chapter 6 described and surfaced students’ harmful perceptions of

AI’s working mechanism— AI works like a machine, human, and/or magic— and how

these perceptions could influence students’ reactions to AI mistakes. These understanding

of the students’ perceptions of AI offer opportunities to design AI systems that can prevent

and mitigate the potential harms of AI-mediated social interaction raised in chapter 4. Fi-

nally, chapter 7 provided design implications on how AI agents could repair students’ neg-

ative perceptions of AI after encountering AI mistakes. This would facilitate the long-term

and consistent interactions between the students and the AI agents, promoting a trusting

relationships between the students and the AI agents.

8.2.2 Accounting for Human Perceptions in Human-AI Social Communication

Through the lens of MToM for human-AI social communication, this thesis provides a

comprehensive examination of human perceptions of AI at varying stages of human-AI

social communication. Specifically, the studies in this thesis examined the manifestation of

human perceptions in verbal cues (chapter 5), the evolution of human perceptions of AI in
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AI success and failure scenarios (chapter 6), and the process of human perceptions being

informed and shaped by AI’s feedback (chapter 7). Despite each study’s varying focus

aspects of human perceptions of AI, they all highlighted one common theme— people’s

perceptions of AI are fluid and consistently shaped by their perceived knowledge of AI

derived from the interactions. This echoes with prior work on the malleability of people’s

folk theories of algorithmic-driven social platforms (e.g., TikTok), informed by various

sources of information about the platforms [104, 369, 370]. However, contrary to prior work

that emphasizes on the process of people’s mental model and folk theory development [104,

96], this thesis showed that people’s perceptions of AI are often instinctive and changes

on a much finer scale than previously anticipated— chapter 6 pointed out that students’

rationales of AI’s working mechanisms are snap judgements that can be informed by a

single AI output.

It is important to note that such inferred knowledge of the AI largely stems from peo-

ple’s subjective inference of the AI agent, which may not be accurate. In chapter 5, students’

perception of the virtual teaching assistant significantly changed even after six weeks, de-

spite the fact that the assistant did not demonstrate any learning capability throughout; in

chapter 7, students attributed human characteristics such as willingness to know the stu-

dents and sincerity in correcting the error to the AI agent after reviewing its revision mes-

sage. Both chapters highlighted the malleability of people’s knowledge about the AI based

on what they subjectively learned from information originate within the AI system [104,

96]. This provides empirical support and insights into people’s ToM process that leverages

their subjective inferences of the AI to inform their fluid perceptions of AI during human-

AI social communication.

In addition to establishing people’s ToM process of forming perceptions of AI based

on subjective inferences, this thesis is the first to empirically explore designing AI systems

with such ToM-like capability that can construct, respond, and shape people’s fluid per-

ceptions of AI during human-AI social communication. While a growing body of work are
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equipping AI systems with ToM-like capability to facilitate human-AI collaborative task

performance and efficiency [19, 75, 18, e.g., ], very few work has considered the impact of

AI systems exhibiting ToM-like behaviors on people’s changing perceptions of AI. Chap-

ter 6 showed that people could adopt dangerous rationales such as AI works like magic

when AI systems exhibit “mind-reading” capabilities, which could lead to reactions such

as overreliance on AI’s interpretations. As AI systems assume more and more social roles

in our society, this thesis presents initial explorations towards building AI’s ToM-like capa-

bility to actively shape and consider AI’s impact on people’s changing perceptions of AI.

By demonstrating the feasibility of automatic construction of people’s perceptions of AI

through people’s linguistic cues, chapter 5 established that people’s perceptions of AI can

be reflected through people’s behavioral and verbal cues, which opens up the opportunity

for future work to examine other behavioral cues that can enable the AI to monitor and

recognize people’s fluid perceptions. Chapter 7 showed that the combination of informa-

tional and social aspects of AI’s revision message can shape people’s perceptions of AI in

different ways, which points out the direction of intentional design of AI’s communication

feedback in nudging people’s perceptions of AI in certain ways to recover from communi-

cation breakdown.

This thesis also provides a glimpse of how some of people’s attributes can influence

their perceptions of AI in AI-mediated social interaction. Chapter 6 showed that people’s

prior usage experience with AI, knowledge of human involvement in AI, as well as tech-

nical knowledge of AI’s working mechanism can mitigate how much people change their

overall trust in the AI after encountering misinterpretations during AI-mediated social inter-

action. Throughout Chapter 6 and Chapter 7, some personal attributes that were considered

as covariates in the models consistently appeared as significant factors that influence peo-

ple’s perceptions of AI, including people’s Big Five personalities and AI attitudes. How-

ever, contrary to popular belief, age and gender did not appear to be significantly impacting

people’s perceptions of AI throughout my studies. These attributes listed here are far from
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exhaustive given the scope of this thesis, and I encourage future work to continue to explore

and consider these attributes when interpreting their findings about people’s perceptions of

AI. For AI designers and developers, this suggests that when designing AI systems’ per-

sonalized communication feedback such as human-centered AI explanations [329, 155],

people’s attributes need to be considered to achieve maximum efficiency.

8.2.3 Designing the Social Roles of AI Systems Responsibly

As we gradually transition well-established in-person environments like education and

workplaces to online contexts, interactions that we take for granted in person, such as

building social connections, become challenging. This thesis highlights the potential of

using anthropomorphized AI technology such as AI agents to mitigate such challenges

by acting as social facilitators. Based on a rich empirical account of online learners’ cur-

rent practices, challenges, needs, and preferences in remote social interactions, chapter 4

pointed out the existence of the social technical gap [173] as the prominent challenge in re-

mote social connections. This gap, according to online learners, can potentially be bridged

by human-like AI agents acting as a social facilitator to bring naturalness into the artifi-

cial online environment. To do this, students prefer the AI agents to exhibit some levels of

human-like characteristics and behaviors, such as following social etiquette, high conver-

sational intelligence, and continuous support. However, certain human-like characteristics

can be considered off-putting, such as pretending to be human by talking about its pref-

erences for colors or holidays, or even the use of human-like avatars. In chapter 7, some

students also expressed their feelings of eeriness when the AI agent adopted the human

metacognitive reasoning process to provide system transparency. This suggests that people

are often very sensitive to AI agents human-like characteristics and behaviors. Given the

current thesis’ focus on AI-mediated social interaction in online learning, the design im-

plications discussed here may or may not apply to other contexts in which AI systems are

needed to perform different social functionalities. Therefore comprehensive user research
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is needed to uncover people’s complex and specific preferences for AI systems that assume

social roles within human society.

As AI systems continue to assume varying social roles in our society, understanding

and mitigating the potential harms of such AI systems from a human-centered perspective

becomes critical. Through empirical studies with online students, this thesis pointed out

several potential risks posed by anthropomorphic AI agents in AI-mediated social inter-

action. For example, echoing with prior work, this thesis describes the potential risks of

students disclosing sensitive personal information to anthropomorphized AI agents [217,

102], which could be exacerbated in the context of AI-mediated social interaction given

that people’s inherent social nature could make them more inclined to sacrifice data pri-

vacy for accurate social matches [31].

Additionally, this thesis highlighted the unique concerns for AI systems exhibiting ToM-

like capability, which could confuse and hinder people to blur the ontological bound-

aries [46] between humans, machines, and magic. Chapter 6 outlined three rationales that

could lead to harmful perceptions and reactions to AI: AI works like magic and there-

fore can be entrusted to accurately judge people’s personal characteristics; AI works like

a human and therefore its mistakes can be forgiven as long as it demonstrated efforts; AI

works like a machine and therefore its mistakes should be attributed to human errors. With

more ToM-enabled human behaviors being replicated in AI systems, negative behaviors

such as deceptions [371, 372] can also be displayed by AI systems. I encourage future

work to further examine potential risks and harms posed by AI systems across social con-

texts to provide human-centered and responsible AI implications.

As more potential harms and risks posed by such AI systems are being uncovered,

designing strategies and techniques that can mitigate the negative consequences of these

AI systems is another area of research that is urgently needed. This thesis offers some in-

spirations towards this research direction through the lens of MToM by establishing the

feasibility of automatically detecting people’s perceptions of AI through linguistic char-
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acteristics (chapter 5) and providing insights into people’s rationale shift process (chapter

6). These findings highlight the potential of designing AI systems with ToM-like capabil-

ity to construct, respond, and shape people’s inaccurate or harmful perceptions to mitigate

perception harms. For instance, in a particular context where the rationale of “AI works

like magic” can lead to potential harms, an AI system can mitigate such harms by instantly

recognize people’s harmful rationale and provide timely nudges to shift people’s rationale

towards “AI works like a machine.”

This thesis also points out the potential of designing AI’s communication feedback to

mitigate the risks posed by AI systems performing social functionalities. In chapter 7, I

demonstrated that the combinations of varying design characteristics of AI’s communica-

tion feedback can have different effect in shaping people’s perceptions of AI. Similar to

this work, research in human-robot interaction has also examined the effect of AI agents’

behavioral cues such as AI agents’ gaze [120, 121, 118, 122] [123, cf.], gestures [122, 120]

and emotions [121, 124] in eliciting people’s mind attribution behaviors. This presents an

opportunity for future work to consolidate and map out the relationships between specific

design characteristics that can shape people’s specific perceptions of AI. I believe the HCI

community is uniquely positioned to carry on this line of work given HCI’s decades of

knowledge and experience in designing user interface to shape people’s perceptions and

interactions with various technologies.

8.2.4 Research Opportunities in Human-AI Interaction Through Mutual Theory of Mind

This thesis posited the MToM framework for human-AI communication to guide the design

and research of AI systems with ToM-like capability that can account for human percep-

tions in AI-mediated social interaction. Following the MToM framework, I was able to

examine people’s perceptions of AI by focusing on the ToM process— one’s feedback

shapes the other’s interpretation— at each communication stage outlined by the MToM

framework. Chapter 5 focused on building the ToM process at the construction stage for
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AI to automatically construct human’s interpretation through linguistic characteristics of

human’s feedback; chapter 6 explored the impact of the ToM process at the recognition

stage to unpack changes in human perceptions and reactions as humans recognized AI mis-

interpretations of their characteristics; chapter 7 examined AI’s revision of its ToM process

to shape human perceptions of AI. This thesis shows that by focusing on varying aspects

of the ToM process at each communication stage outlined by the MToM framework, new

design implications can be distilled to achieve MToM in human-AI communications that

are natural, continuous, responsible, and human-centered. The empirical findings and de-

sign implications for MToM in human-AI social communication presented in this thesis

are not meant to be exhaustive, but rather as an example of applying the MToM frame-

work to research human-AI social communication. Through this thesis, I hope to inspire

future human-AI interaction research to adopt the MToM framework to realize the vision

of MToM in human-AI communication. Below I discuss potential research opportunities

that can be further explored to enhance human-AI interaction of varying modalities by

examining different aspects of the ToM process at each stage in the MToM framework.

Research Opportunities at the ToM Construction Stage. At the ToM construction

stage (as seen in Figure 8.2), the AI constructs human’s interpretations of the AI based on

inferences from human’s feedback. In chapter 5, I examined and established the feasibility

of automatically constructing human’s interpretations of AI through linguistic character-

istics of human feedback such as the length, wording diversity, and readability. However,

text-based communication is only one of the many available human-AI communication

formats— humans communicate with AI systems of various ways such as voice and body

movements. These alternative communication channels are all likely to consist of social

cues embedded in humans’ pitch, tone, hand gestures, head movement, etc. that can reflect

people’s perceptions of AI. In fact, recent work have been able to predict and model human

intentions by extracting and analyzing people’s gaze patterns, behavioral cues, or multiple

streams of behavioral and verbal cues coupled with environmental contexts [373, 374, e.g.,
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]. Yet the potential of leveraging these cues to automatically construct human’s perceptions

of AI has remained largely unexplored. Developing such techniques can enable AI systems

to capture human perceptions of AI at a much granular and finer scale during interactions

to provide more personalized AI responses.

Research Opportunities at the ToM Recognition Stage. At the ToM recognition stage

(as seen in Figure 8.2), the human recognizes AI’s interpretation of the human from the AI’s

feedback. By assessing changes in human’s perceptions of AI during this process, chapter

6 highlighted the critical role of human’s subjectively acquired knowledge of the AI from

the AI’s output in shaping people’s perceptions or rationales of the AI, and pointed out the

parallel between this ToM process and that of the “conceptual change” process in learning

sciences [111]. This points out the opportunity for future research to explore the specific

recognition process of human’s ToM through the lens of human-computer interaction as

well as learning sciences. For example, understanding and mapping out the specific char-

acteristics of AI’s feedback that could trigger a rationale shift (or conceptual change) in

people’s knowledge or perceptions of AI can provide valuable insights in designing AI’s

feedback to shape and nudge people’s perceptions of AI towards the right direction. Echo-

ing with prior work on people’s folk theory about algorithmic-driven social platforms [104],

a closer examination on people’s cognitive process to consolidate the potential conflicts and

misalignment between newly-acquired AI knowledge and pre-existing AI knowledge can

offer implications on how AI systems can support such process.

Research Opportunities at the ToM Revision Stage. At the ToM revision stage (as

seen in Figure 8.2), the AI system takes in the human feedback to revise its prior inter-

pretations of the human, then communicates this revision back to the human to update

and shape people’s perceptions of the AI. Chapter 7 provides a conceptual model of AI’s

metacognition to perform such revision and identified the most effective combination of

mitigation strategies to communicate such revision and improve people’s perceptions of

the AI. While chapter 7 highlighted the effectiveness in mimicking human’s metacogni-
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tive reasoning and communication process for revision communication, I also pointed out

the potential drawbacks of such strategy in eliciting students’ feelings of eeriness due to

its human-like reasoning and communication. Future work should explore other forms of

revision model and communication design to convey human-interpretable and transparent

revision communication while mitigating people’s negative feelings about the AI systems.

For instance, the field of human-centered explainable AI [155, 233, 235] have been exam-

ining enhancing the interpretability of AI explanations by considering users’ personal traits

such as human intuition when designing AI feedback [152, 154], or using visualization

techniques to enhance the transparency of AI’s working mechanism [375, 376, 377]
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APPENDIX A

CHAPTER 4 INTERVIEW PROTOCOL

Introduction

Welcome and thank you for your interest in our study. My name is XXX and I am a re-

searcher in XX lab. The purpose of this interview is to understand online students’ current

experiences in social interactions with other online students. We also want to gain your

feedback on SAMI, the conversational agent that has been running in your class discussion

forum to help students form social connections. The entire interview will be audio-recorded

for further data analysis, please let me know immediately if you have a problem with

recording our conversations. All your data will be anonymized and only our researchers

will have access to the recording and transcriptions of this interview.

Please keep in mind during the interview that we want your complete and honest opin-

ion. Everything you said will help us understand your experience more. If certain questions

are not clear to you, please feel free to ask for clarification. Also keep in mind that you will

not offend us in any way. Do you mind if I start the recording now?

Current OMSCS Experience

First, we want to know more about your background, specifically about your current expe-

rience in the OMSCS program.

1. Can you introduce yourself a little bit in a few sentences?

(a) What is your current occupation?

(b) What is your background like?

2. Could you briefly describe why you enrolled in OMSCS program in the first place?

(emphasize on why online program instead of on-campus)
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3. What is your experience like in OMSCS so far? (How do you feel about OMSCS in

general?)

(a) What do you like about OMSCS?

(b) What are some challenges that you encountered in the program?

(c) What was it like when you first entered the program? And how did that change

over time?

4. What does your study routine look like?

(a) How do you usually study? Do you usually study alone or in a group?

(b) When do you usually study?

(c) Where do you usually study?

Current Social Interaction Process

Next, I want to know your experience about how you currently build social connections

with other online students.

1. What kind of interactions do you have with other OMSCS students (e.g., discussion

board, group project, study group)?

(a) What purpose are you trying to achieve through each type of interaction (e.g.,

for study, looking for opportunity, same interests) ?

2. What kind of small communities or small groups are you currently in with other

OMSCS students? It could be a close group of friends, past group project members,

study groups, OMSCS TA groups, etc. Any kinds of groups or communities.

(a) If they listed several communities/groups (pick one or two communities/groups

to talk about):
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i. How did you enroll in that community/group in the first place? How did

you all know each other?

ii. Why did you enroll in that community/group in the first place? Was there

any specific goal you were trying to fulfill through participating?

iii. What do you usually do or talk about within that community/group?

iv. What is your experience like so far participating in those communities/groups?

A. What do you like about it?

B. What do you dislike about it?

C. Has anything changed over time?

(b) If they said they are not involved in any communities or groups:

i. Are you aware of any communities or groups in the program? What are

they?

ii. Why did you choose not to participate in those communities/groups?

(c) What kind of communities/groups would you be interested in participating in if

they exist in the online program? Why?

3. Have you read through the introduction threads?

(a) If yes...

i. What do you look for in the introduction threads?

ii. Have you ever reached out to students via introduction threads? What was

that experience like?

(b) If no, why not?

SAMI Evaluation

This semester, our team deployed a conversational agent called SAMI (SAMI 2) to help

connect students on class discussion forum.
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1. Have you come across SAMI or similar tools to help students form connection or

build communities earlier in other classes?

(a) What are the tools?

(b) How did you use it?

(c) What do you think of it? Pros and cons?

(d) What were you using it for?

2. (If they only reviewed SAMI posts) You indicated on the survey that you only re-

viewed other students’ post on SAMI thread. Why did you choose not to post it

yourself?

3. Prior to this SAMI (SAMI 2), there was an earlier version of SAMI (SAMI 1). SAMI

1 was active on the students’ self-introduction threads. (Show a demo of SAMI 1 and

SAMI 2)

(a) What do you think of SAMI 1?

(b) What do you like and dislike about it?

(c) Which version of SAMI do you prefer? Why?

4. I located your post on the SAMI 2 thread on the discussion forum. Let me share my

screen with you. I am hoping we can walk through your process of interacting with

SAMI 2.

(a) Where did you hear about SAMI 2 in the first place?

(b) What do you think of SAMI 2’s responses? How do you feel about it?

(c) (If they did not fully participate throughout the community-building process)

Why did you stop responding to SAMI 2 there?

(d) What did you do after you were put into the individual group with other stu-

dents?
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(e) What do you think of SAMI 2’s ice-breakers in the individual group? Was it

helpful? How do you feel about it?

(f) Is there anything you wish you had known earlier?

5. What do you think of SAMI 2?

(a) What do you like about SAMI 2? Why?

(b) What do you dislike about SAMI 2? Why?

(c) What do you think of the usefulness of SAMI in facilitating social interactions

among online learners in your class?

6. Think about current or previous classes that don’t have SAMI 2, what changed? In

what ways?

(a) Did SAMI 2 change the way you connect with other students? Do you find it

helpful?

(b) Would you like to use SAMI 2 in your future classes? Why or why not?

7. How do you think SAMI 2 could be improved?

(a) Do you have any concerns about using SAMI 2 in more online classes?

(b) What additional features would you like to see on SAMI 2?

8. Based on the current feedback we received from our interviews, we are envisioning

the next generation of SAMI (SAMI 3) to be able to collect and analyze all the

students posts and interactions on the class discussion forum, then identify students’

commonalities based on their posts. For example, if student A posted that she thinks

an article about robotics is very interesting, SAMI 3 will be able to pick that up,

and reply to student A’s robotics post that “Hello! I noticed that you are interested

in robotics. Would you like me to connect you with other students who are also

interested in robotics?”
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(a) What do you think of this idea?

(b) Do you have any concerns about it?

(c) Is that what you want for SAMI 3 to assist with building social connections?

9. Do you have anything else you would like to add?

Conclusion

We want to thank you for your participation in the interview. Your participation is extremely

valuable and will help us understand the social practice among online students. We hope

our research will help improve the experience of students like you in the future.
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APPENDIX B

CHAPTER 5 PERCEPTION INSTRUMENT

This material ( Figure B.1) presents the bi-weekly perception survey students filled out

in Chapter 5. It was adapted from Bartneck et al. for measuring human-robot interaction.

We particularly selected anthropomorphism, intelligence, and likeability in our setting of

student perceptions about JW.
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Figure B.1: Anthropomorphism items are marked with green boxes, intelligence items
were marked with orange boxes, and likeability items were marked with blue boxes.

219



APPENDIX C

CHAPTER 6 STUDY MATERIALS

C.1 SAMI Inference Fabrication Rule Book

Steps to fabricate SAMI Inferences:

1. Calculate the personality dimension score for the participant

2. Choose up to three personality dimensions that are scored either below 2.5 or above

3.5; if these conditions are not satisfied, choose the dimensions that are on the more

extreme side (e.g., 2.3 is better than 2.9)— not 3.0.

3. Under each selected personality dimension, select the extreme statements (scored as

either 1, 2, 4, or 5) and compose accordingly based on which condition the participant

is in (inaccurate or accurate condition). Select a total of 8-10 inferences to compose

SAMI’s response.

4. When fabricating the inferences, please check the table below for how to reverse or

paraphrase each original statement.

(a) For inaccurate condition, paraphrase the statements that the participant dis-

agreed on (rated as 1 or 2) and/or reverse the statements that the participant

agreed on (rated as 4 or 5).

(b) For accurate condition, paraphrase the statements that the participant agreed on

(rated as 1 or 2) and/or reverse the statements that the participant disagreed on

(rated as 4 or 5).

5. Additional rules that we are following:

(a) The total inferences SAMI makes should be about 10 inferences in total.
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(b) Try to get a mix of positive and negative inferences by following roughly 40%

negative inferences and 60% positive inferences. In the table, inferences marked

with “[N]” represents negative inferences, inferences marked with “[P]” repre-

sents positive inferences

Inferences table can be found in Table Table C.1.
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Table C.1: Table that listed out the original statements in the Big Five personality inventory, the paraphrase for accurate inferences, and
the reverse for inaccurate inferences.

Personality Dimen-

sions

Original Statements in the Big

Five Inventory

Paraphrase Reverse

Is talkative You are talkative. [P] You tend to be quiet. [N]

Is reserved You are reserved.[N] You are outgoing and sociable. [P]

Is full of energy You are full of energy. [P] You tend to lack energy. [N]

Generates a lot of enthusiasm You generate a lot of enthusiasm. [P] You are not readily enthusiastic. [N]

Extraversion Tends to be quiet You tend to be quiet. [N] You are talkative. [P]

Has an assertive personality You have an assertive personality. [N] You have a low-key personality[P]

Is sometimes shy, inhibited You are sometimes shy and inhibited. [N] You are confident and extroverted. [P]

Is outgoing, sociable You are outgoing and sociable. [P] You are reserved. [N]

Tends to find fault with others You tend to find fault with others. [N] You tend to see the good in others. [P]

Is helpful and unselfish with others You are helpful and unselfish with others.

[P]

You are self-centered and unhelpful. [N]

Starts quarrels with others You often start quarrels with others. [N] You are good at de-escalating conflicts. [P]

Has a forgiving nature You have a forgiving nature. [P] You hold onto people’s mistakes. [N]

Agreeableness Is generally trusting You are generally trusting. [P] You are cautious about trusting others. [N]

Can be cold and aloof You can be cold and aloof. [N] You are warm and friendly. [P]

Is considerate and kind to almost

everyone

You are considerate and kind to almost ev-

eryone. [P]

You are sometimes rude to others. [N]
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Is sometimes rude to others You are sometimes rude to others. [N] You are considerate and kind to almost ev-

eryone. [P]

Does a thorough job You do a thorough job. [P] You tend to do things in a hurried manner.

[N]

Can be somewhat careless You can be somewhat careless. [N] You are careful and meticulous. [P]

Is a reliable worker You are a reliable worker. [P] You are not consistently dependable in

your work. [N]

Tends to be disorganized You tend to be disorganized. [N] You are organized. [P]

Conscientiousness Tends to be lazy You tend to be lazy. [N] You are hard-working. [P]

Perseveres until the task is finished You persevere until the task is finished. [P] You tend to give up on tasks easily. [N]

Does things efficiently You do things efficiently. [P] You tend to be inefficient in your approach

to tasks. [N]

Makes plans and follows through

with them

You make plans and follow through with

them. [P]

You don’t like rigid plans and structures

and avoid planning ahead. [P]

Is easily distracted You are easily distracted. [N] You are highly focused. [P]

Is depressed, blue You often feel sad and depressed. [N] You are always cheerful and happy. [P]

Is relaxed, handles stress well You are relaxed and you handle stress well.

[P]

You are tense. [N]

Can be tense You can be tense. [N] You are relaxed and you handle stress well.

[P]

Neuroticism Worries a lot You worry a lot. [N] You are carefree. [P]
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Is emotionally stable, not easily up-

set

You are emotionally stable and not easily

upset. [P]

You can be moody. [N]

Can be moody You can be moody. [N] You are emotionally stable. [P]

Remains calm in tense situations You remain calm in tense situations. [P] You get nervous easily. [N]

Gets nervous easily You get nervous easily. [N] You remain calm in tense situations. [P]

Is original, comes up with new

ideas

You are original and you often come up

with new ideas. [P]

You tend to be unimaginative. [N]

Is curious about many different

things

You are curious about many different

things. [P]

You exhibit limited curiosity towards di-

verse subjects. [N]

Is ingenious, a deep thinker You are ingenious and a deep thinker. [P] You don’t often exhibit creativity or en-

gage in complex thinking. [N]

Has an active imagination You have an active imagination. [P] You are not particularly imaginative in

your thinking. [N]

Openness Is inventive You are inventive. [P] You tend to follow traditional ways. [N]

Values artistic, aesthetic experi-

ences

You value artistic and aesthetic experi-

ences. [P]

You typically are not drawn to arts and cre-

ative expressions. [P]

Prefers work that is routine You prefer work that is routine. [P] You get bored with the routine and mun-

dane. [P]

Likes to reflect, play with ideas You like to reflect and play with ideas. [P] You don’t like spending time playing with

ideas. [N]

224



Has few artistic interests You have few artistic interests. [N] You value artistic and aesthetic experi-

ences. [P]

Is sophisticated in art, music, or lit-

erature

You are sophisticated in art, music, or liter-

ature. [P]

You have limited appreciation of art, mu-

sic, or literature. [N]
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C.2 Study 1 Session and Interview Protocol

Study Introduction

[Note that we used a study slide deck to show participants the sample and personal in-

ferences. The study deck also contains slides for study introduction, debriefing form, and

other things to go through with the participants during the session. The following para-

graphs summarize the main idea of the slide deck for study introduction]

The study slide deck first shows the motivation of our project, that it is difficult to find

teammates for school projects in both in-person classes and online classes. The question

that our research team is trying to resolve is, how can we help students to form teams more

easily and efficiently?

Our team built an AI agent named SAMI, which stands for Social Agent Mediated

interaction. SAMI is an AI agent that can recommend potential teammates based on its un-

derstanding of the student, inferred from students’ self-introduction. Due to the constraint

of this study setting, we will only focus on SAMI’s understanding of the student, instead

of providing actual team-matching results for the participants.

The goal of the study is threefold: (1) To assess the perceived accuracy of SAMI’s

inferences about the student. (2) To understand how students perceive SAMI’s inferences.

(3) To understand how students think of SAMI.

[Facilitator briefly introduces the session procedures regarding the baseline samples,

SAMI’s inference about them, the perception measurements, and the interview portion of

the study]

Reminders: There is no right answer to any of the questions. We are not evaluating

you, we are evaluating the AI agent. Be honest and straightforward— you will not hurt our

feelings.

Do you have any questions for me?

[If participant did not sign the consent form prior to coming to the study session, ask
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them to review and sign the consent form before proceeding]

Review Inferences and Fill Out Perception Measures

Participants were shown the sample of a student named Lin (accurate sample, see

Fig. Figure C.1) and the sample of a student named Joey (inaccurate sample, see Fig. Fig-

ure C.2). The samples were shown one after the other and the display order was random-

ized. After participants reviewed these two samples, they were directed to the Qualtrics

survey to record their baseline perceptions of SAMI.

Participants were then shown their own self-introduction and SAMI’s inferences about

them. After that, participants went back to the Qualtrics survey to record their experiment

perceptions of SAMI. Note that the measurements for baseline perceptions and experiment

perceptions are the same set of measurements (see Appendix section C.4). After partici-

pants submitted the Qualtrics survey after recording their experiment perceptions, the fa-

cilitator proceeded with the semi-structured interview.

Figure C.1: This figure shows the accurate sample about a student named Lin.

Semi-Structured Interview

Note that this is a protocol for semi-structured interview, hence not all questions asked
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Figure C.2: This figure shows the inaccurate sample about a student named Joey.

during the interview is covered in this protocol, and not all questions listed here were asked

during the interview. This protocol only acts as a guide for the interviews and the session

moderator has the flexibility to ask questions within this protocol or outside of this protocol.

[Start recording] Let’s walk through your experience for each pair of introduction and

SAMI inferences. [Pull up participants’ survey responses on the side.]

1. Sample 1

(a) What was your first impression of SAMI?

(b) Anything unexpected or surprising about SAMI’s response?

(c) How do you feel about SAMI’s inferences for sample 1?

(d) How do you feel about SAMI after seeing sample 1? [Go through participants’

survey responses after seeing sample 1] Anything that didn’t get captured by

the survey questions?

(e) At this point, how did you think SAMI work? How did you think SAMI made

each inference?

2. Sample 2

228



(a) How do you feel about SAMI’s inferences for sample 2?

(b) What was your impression of SAMI after you saw sample 2? Anything changed?

(c) How do you feel about SAMI after seeing sample 2? [Go through participant’s

survey responses after seeing sample 2] Anything that didn’t get captured by

the survey questions?

(d) After seeing sample 2, do you feel like you have a better or worse understanding

of how SAMI works?

3. SAMI’s inference about the participant

(a) Now that you’ve seen SAMI’s inferences about you, what do you think of SAMI

in general?

i. How do you feel about SAMI’s response?

ii. Anything unexpected or surprising about SAMI’s response?

iii. What do you like or dislike about SAMI’s response?

(b) Could you walk through SAMI’s inferences line by line and let me know what

you think of each one?

i. How accurate do you think these inferences are? Why or why not? How

did you draw that conclusion?

ii. How do you feel about each inference?

iii. How do you think SAMI made each inference?

(c) Did you learn anything surprising about yourself from SAMI’s inferences?

(d) How do you think your perception about SAMI changed, if any, after seeing

SAMI’s inferences about you? [Go through participant’s survey responses after

seeing their own inferences]

(e) What about your understanding of how SAMI works? Do you have a better or
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worse understanding of how SAMI works now that you saw your own infer-

ences?

(f) After seeing SAMI’s inferences about you, if you were to modify your intro-

duction and let SAMI make inferences again, how would you change your in-

troduction, and why?

(g) How do you think SAMI can be improved? Are there anything that you wish

you had known about SAMI before seeing SAMI’s inferences about you to

better prepare you for this response?

(h) If we were to develop SAMI as a chatbot or a conversational agent, how do you

envision the conversation would continue from here ideally? What would you

say to SAMI next?

(i) How do you feel about team matching for school projects based on these infer-

ences?

i. What additional inferences do you think would help for team matching?

ii. Who do you think should have access to these inferences? Teachers, TAs,

classmates, teammates?

iii. In this study SAMI drew these inferences from your self-introduction, are

there other kinds of data that you are willing to offer to SAMI to make

better inferences about you? GPA, class history, skillsets, professional ex-

perience, social media data?

Debriefing

Thank you so much for completing this study! Now that you have completed the study,

I want to share more about the study with you.

Here is the debriefing form and I will go through it with you. [Read and show the

debriefing form on the slide]
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Debriefing Form: The real purpose of this study is to understand the impact of AI mis-

takes on users’ perceptions of AI, and how users could identify, react, and be better pre-

pared to deal with AI mistakes during human-AI interactions, instead of assessing SAMI’s

inference accuracy like I told you since the beginning of this study.

For the purpose of making SAMI’s capability more advanced and cutting-edge like

existing AI system, we led you to believe that SAMI could make implicit inferences such as

your personality during this study. That was not true— SAMI does not have the capability

of making implicit inferences like personality based on a paragraph of self-introduction. All

the SAMI inferences were generated by human researchers manually instead of by SAMI.

In this study, participants were randomly assigned to either receive accurate SAMI in-

ferences or inaccurate SAMI inferences for their personalized response so that we can

better compare and contrast students’ reactions in these two conditions. All the inferences

SAMI generated for Sample 1, 2, and your personalized response were all generated by

human researchers based on the personality test results, not based on the self-introductions.

SAMI’s inferences about you was based on the personality test that you filled out during the

screening survey. Depending on which condition you were randomly assigned in, SAMI’s

response was generated intentionally to be accurate or inaccurate.

Do you have any questions, comments, or thoughts after knowing this? Do you think

you are in the inaccurate condition or accurate condition? This is how we fabricated your

inferences. . .

Thanks again for participating in the study! The $25 gift card will be sent to your email

within 2 days. Please let us know if you don’t receive it by then!

C.3 Study 1 Preliminary Survey

1. Below are a number of characteristics that may or may not apply to you. For example,

do you agree that you are someone who likes to spend time with others? Please rate
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each statement on a scale of 1 to 5 (1-Disagree Strongly; 2-Disagree a little; 3-Neither

agree nor disagree; 4-Agree a little; 5-Agree strongly) to indicate the extent to which

you agree or disagree with that statement.

I see myself as someone who...

• Is talkative

• Tends to find fault with others

• Does a thorough job

• Is depressed, blue

• Is original, comes up with new ideas

• Is reserved

• Is helpful and unselfish with others

• Can be somewhat careless

• Is relaxed, handles stress well

• Is curious about many different things

• Is full of energy

• Starts quarrels with others

• Is a reliable worker

• Can be tense

• Is ingenious, a deep thinker

• Generates a lot of enthusiasm

• Has a forgiving nature

• Tends to be disorganized

• Worries a lot
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• Has an active imagination

• Tends to be quiet

• Is generally trusting

• Tends to be lazy

• Is emotionally stable, not easily upset

• Is inventive

• Has an assertive personality

• Can be cold and aloof

• Perseveres until the task is finished

• Can be moody

• Values artistic, aesthetic experiences

• Is sometimes shy, inhibited

• Is considerate and kind to almost everyone

• Does things efficiently

• Remains calm in tense situations

• Prefers work that is routine

• Is outgoing, sociable

• Is sometimes rude to others

• Makes plans and follows through with them

• Gets nervous easily

• Likes to reflect, play with ideas

• Has few artistic interests

• Likes to cooperate with others
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• Is easily distracted

• Is sophisticated in art, music, or literature

2. (Open-ended question) SAMI’s teammate recommendation will be based on infer-

ences made about the students from their self-introduction. Imagine that you would

like SAMI to recommend potential teammates to you for a school project (e.g., ex-

tended class project, final-year team project), please write a paragraph (at least 6

sentences) to introduce yourself to SAMI.

Consider this a free-flowing essay, where you write different things about you (e.g.,

where you grew up, your interests and hobbies, your feelings, thoughts, and emo-

tions, your dreams and passions, you career goals, fun facts about you) and let your

thoughts flow freely in your writing without pauses. The more you write, the better

it will help us during the study!

3. On a scale of 1 to 5, how would you rate your current technological expertise? For

the purposes of this survey, we’re primarily concerned with your computer and web-

based skills. We’ve defined three points on the scale as follows. These tasks represent

some of the things a person at each level might do.

(a) Beginner (characterized as 1 and 2 on scale): Able to use a mouse and keyboard,

create a simple document, send and receive e-mail, and/or access web pages

(b) Intermediate (characterized as 3 on scale): Able to format documents using

styles or templates, use spreadsheets for custom calculations and charts, and/or

use graphics/web publishing

(c) Expert (characterized as 4 and 5 on scale): Able to use macros in programs

to speed tasks, configure operating system features, create a program using a

programming language, and/or develop a database.

4. On a scale of 1 to 5, how would you rate your general attitude towards AI technology
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(e.g., shopping/music recommendation algorithm, chatbot, etc.)

• 1 – Very Negative: You don’t find AI technology useful at all and have very

little trust in AI technology. Using AI technology also elicits negative emotion

from your (e.g., anxiety, stress, anger)

• 2 – Neutral to Negative

• 3 - Neutral: You don’t have any strong positive or strong negative feelings to-

wards AI technology.

• 4 - Neutral to Positive

• 5 - Very Positive: You trust AI technology a lot and find it significantly im-

proved your everyday life. Using AI technology also elicits positive emotion

from you (e.g., joy, satisfaction, relaxation)

5. If needed, please feel free to elaborate or provide more context on your previous

answer regarding your attitudes towards AI technology.

6. What is your name?

7. How old are you? (Please enter a number)

8. What is your gender?

• Woman

• Man

• Non-binary

• Prefer not to disclose

• Prefer to self-describe:

9. What is your current level of study?

• Undergraduate
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• Master

• Doctorate

10. What major(s) are you in?

11. What is your academic or professional background? (If applicable)

12. Why are you interested in participating in our study?

13. Which email address should we reach you at for further scheduling?

C.4 Study 1 Experiment Survey

Note that this survey measurement was used three times during the user study session. Once

to measure students’ perceptions after seeing sample 1, once after seeing sample 2, and a

third time after participants saw SAMI’s inferences about them.

1. What is your participant ID?

The following questions are meant to capture your perceptions of SAMI after seeing

Sample 1:

2. On a scale of 1 to 5, how would you rate the accuracy of SAMI’s inferences about

the student in Sample 1?

• 1- Not accurate at all

• 2

• 3- Somewhat accurate

• 4

• 5- Very accurate
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3. Now that you have seen an example of how SAMI works, please answer the following

questionnaire based on your current impression of SAMI. Please rate each of the

following statement based on how much you agree with it on a scale of 1 to 5, 1

indicates strongly disagree and 5 indicates strongly agree.

• I believe that there could be negative consequences when using SAMI.

• I feel I must be cautious when using SAMI.

• It is risky to interact with SAMI.

• I believe that SAMI will act in my best interest.

• I believe that SAMI will do its best to help me if I need help.

• I believe that SAMI is interested in understanding my needs and preferences.

• I think that SAMI is competent and effective in making accurate inferences

about me as a person.

• I think that SAMI performs its role as a social recommendation agent very well.

• I believe that SAMI has all the functionalities I would expect from a social

recommendation agent.

• If I use SAMI, i think I would be able to depend on it completely.

• I can always rely on SAMI for recommending students that fit my social needs.

• I can trust the information presented to me by SAMI.

4. Please answer the following questionnaire based on your current impression of SAMI.

The following questions will give you a spectrum from one quality to the other on a

scale of 1 to 5, such as from “Unkind (1)” to “Kind (5).” Please rate your perception

of SAMI along each of these spectrum:
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Figure C.3: This figure shows the Godspeed questionnaire we used to measure students’
social perceptions of SAMI after seeing the samples.

C.5 Study 2: Survey Measures

In this section, we describe the three scales that we used in the preliminary survey and

the experiment survey: the General AI Literacy Scale measures AI literacy as our mod-

erator, the Human-Computer Trust scale measures students’ trust in SAMI as one of the

four outcomes, and the Godspeed scale for human-robot interaction measures perceived

intelligence, anthropomorphism, and likeability of SAMI as the remaining three outcomes.

General AI Literacy Scale: This 13-item scale was developed and validated by Pinski

and Benlian to measure general AI literacy, which they interpreted as “humans’ socio-

technical competences regarding AI” [361]. This scale consists of five dimensions: AI

technology knowledge, human actions in AI knowledge, AI steps knowledge, AI usage

experience, and AI design experience. The responses were recorded on a five-point Likert

scale. Our correlation test suggested that the five dimensions were highly inter-correlated

in our sample, with correlation ranging from 0.31 to 0.73. To avoid inflating our regression

model, we decided to use an overall literacy score which is the sum of the score for each

dimension.
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This general AI literacy scale measures five dimensions of general AI literacy: AI tech-

nology knowledge, which measures participants’ knowledge regarding what makes AI dis-

tinct from other technology and the role of AI in human-AI interaction; Human actions

in AI knowledge, which measures participants’ knowledge of the role of human actors in

human-AI interaction; AI steps knowledge, which measures participants’ knowledge about

AI’s input, processing, and output and each step’s impact on humans; AI usage experi-

ence, which measures participants’ use experience with AI; “AI design experience”, which

measures participants’ experience in designing and developing AI models and/or AI-driven

products.

Human-Computer Trust Scale: We measured students’ trust in SAMI by using the

“Human-Computer Trust Scale” developed and validated by Gulati et al. (2019). This scale

consists of 12 statements that can be customized to the specific AI technology being stud-

ied, and responses were recorded on a five-point Likert scale. This scale measures four

dimensions of trust: perceived risk, benevolence, competence, and overall trust. Given that

the scores for each of the dimensions were highly inter-correlated, with correlation magni-

tude ranging from 0.45 to 0.75, we took the score for overall trust to represent participants’

trust in SAMI in our analysis.

Godspeed Scale for Human-Robot Interaction: We measured students’ social per-

ceptions of SAMI by using the Godspeed scale developed and empirically validated by Bart-

neck et al. (2009). This scale has been commonly used to measure users’ social perception

of AI agents in prior literature [49, 137, 135, 324]. This scale is a semantic differential

scale that asks participants to indicate their position on a scale between two bipolar words

(e.g., Fake 1 2 3 4 5 Natural). We adapted the scale and took the three dimension mea-

surements that were applicable to SAMI: Anthropomorphism, Perceived Intelligence, and

Likeability. Anthropomorphism measures participants’ level of attribution of human forms

or human characteristics to the agent; Perceived Intelligence measures participants’ per-

ception of how smart or intelligent the agent is; Likeability measures participants’ level of
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positive impression of the agent.

C.6 Study 2: Participant Information

In our final participant pool (n=198), the average age was 31.3 (median=28, SD=11.12,

range=18-74). Among the participants, there were 42.9% women (n=85), 53.5% men (n=106),

0.03% non-binary (n=5), 0.01% prefer not to say (n=1), and 0.01% prefer to self-describe

(n=1, self-described as “agender”). There were 73.7% currently studying at the undergrad-

uate level (n=146), 17.2% at the master level (n=34), 0.02% at the doctorate level (n=3),

and 0.03% described as other levels (E.g., Gen.Ed., associate degree). There were 46.5%

studying non-STEM major (n=92), 52% studying STEM major (n=103), with 0.02% not

specified (n=3). Participants were relatively familiar with AI, with an average of 14.3 out

of 25 on overall AI literacy (median=14.41, SD=4.50, range=5–25).

Participants were generally experienced in team projects at school, having participated

in an average of 12 team projects (median=5, SD=25.8, range=0–300). Participants held

a relatively positive attitude when asked to rate their overall experience on a scale of

1-Extremely negative to 5-Extremely positive, with an average rating of 3.7 (median=4,

SD=0.88). Eight participants didn’t report given they had not been involved in any team

projects.

Given that personality could affect students’ perception of AI after personality misrep-

resentations, we also provide an overview of the participants’ personality (on a scale from

1 to 5): the average of participants’ Extroversion is 2.93 (median=2.88, SD=0.86, range=1–

5), the average of participants’ Agreeableness is 3.86 (median=3.88, SD=0.66, range=2.22–

5), the average of participants’ Conscientiousness is 3.79 (median=3.78, SD=0.73, range=1.67–

5), the average of participants’ Neuroticism is 2.83 (median=2.88, SD=0.99, range=1–5),

and the average of participants’ Openness is 3.76 (median=3.8, SD=0.65, range=1.6–5)
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C.7 Study 2: Screenshot of the Website for Retrieving SAMI Inference

Figure C.4: This is a screenshot of the website that we built for participants in Study 2 to
retrieve SAMI’s inferences about them by entering their Prolific ID.

C.8 Study 2 Preliminary Survey

(Insert study consent form here)

1. Do you consent to participate in this study?

• Yes, I agree to participate.

• No, I do not want to participate.

2. (Open-ended question) SAMI’s teammate recommendation will be based on infer-

ences made about the students from their self-introduction. Imagine that you would

like SAMI to recommend potential teammates to you for a school project (e.g., ex-

tended class project, final-year team project), please write a paragraph (at least 6

sentences) to introduce yourself to SAMI.

Consider this a free-flowing essay, where you write different things about you (e.g.,

where you grew up, your interests and hobbies, your feelings, thoughts, and emo-
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tions, your dreams and passions, you career goals, fun facts about you) and let your

thoughts flow freely in your writing without pauses. The more you write, the better

it will help us during the study!

3. Below are a number of characteristics that may or may not apply to you. For example,

do you agree that you are someone who likes to spend time with others? Please rate

each statement on a scale of 1 to 5 (1-Disagree Strongly; 2-Disagree a little; 3-Neither

agree nor disagree; 4-Agree a little; 5-Agree strongly) to indicate the extent to which

you agree or disagree with that statement.

I see myself as someone who...

• Is talkative

• Tends to find fault with others

• Does a thorough job

• Is depressed, blue

• Is original, comes up with new ideas

• Is reserved

• Is helpful and unselfish with others

• Can be somewhat careless

• Is relaxed, handles stress well

• Is curious about many different things

• Is full of energy

• Starts quarrels with others

• Is a reliable worker

• Can be tense

• Is ingenious, a deep thinker
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• Generates a lot of enthusiasm

• Has a forgiving nature

• Tends to be disorganized

• Worries a lot

• Has an active imagination

• Tends to be quiet

• Is generally trusting

• Tends to be lazy

• Is emotionally stable, not easily upset

• Is inventive

• Has an assertive personality

• Can be cold and aloof

• Perseveres until the task is finished

• Can be moody

• Values artistic, aesthetic experiences

• Is sometimes shy, inhibited

• Is considerate and kind to almost everyone

• Does things efficiently

• Remains calm in tense situations

• Prefers work that is routine

• Is outgoing, sociable

• Is sometimes rude to others

• Makes plans and follows through with them
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• Gets nervous easily

• Likes to reflect, play with ideas

• Has few artistic interests

• Likes to cooperate with others

• Is easily distracted

• Is sophisticated in art, music, or literature

4. This questionnaire aims at understanding your knowledge and experience with Ar-

tificial Intelligence. Please rate each of the following statements on a scale of 1 to

7 (1-Disagree Strongly; 2-Disagree a little; 3-Somewhat Disagree; 4-Neither Agree

nor Disagree; 5-Agree a little; 6-Somewhat Agree; 7-Agree Strongly) to indicate the

extent to which you agree or disagree with that statement.

• I have knowledge of the types of technology that AI is built on.

• I have knowledge of how AI technology and non-AI technology are distinct.

• I have knowledge of use cases for AI technology.

• I have knowledge of which human actors beyond programmers are involved to

enable human-AI collaboration

• I have knowledge of the aspects human actors handle worse than AI.

• I have knowledge of the aspects human actors handle better than AI.

• I have knowledge of the input data requirements for AI.

• I have knowledge of AI processing methods and models.

• I have knowledge of using AI output and interpreting it.

• I have experience in interaction with different types of AI, like chatbots, visual

recognition agents, etc.
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• I have experience in the usage of AI through frequent interactions in my every-

day life

• I have experience in designing AI models, for example, a neural network

• I have experience in development of AI products

• In general, I know the unique facets of AI and humans and their potential roles

in human-AI collaboration.

• I am knowledgeable about the steps involved in AI decision-making.

• Considering all my experience, I am relatively proficient in the field of AI.

5. How old are you? (Please enter a number)

6. What is your gender?

• Woman

• Man

• Non-binary

• Prefer not to disclose

• Prefer to self-describe:

7. What is your current level of study?

• Undergraduate

• Master

• Doctorate

• Other, please specify:

8. What major(s) are you in?

9. Roughly how many team projects have you been involved in the past? Please enter a

number:
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10. How would you describe your overall experience with your past team projects?

• Extremely negative

• Somewhat negative

• Neutral

• Somewhat positive

• Extremely positive

C.9 Study 2 Experiment Survey

(insert study consent form here)

Baseline Perception Measures

In this section, you will be shown two samples of a students’ self-introduction para-

graph and SAMI’s inferences about the student based on their self-introduction. These

samples are only to give you a sense of what SAMI’s inferences look like. You will then

be prompted to answer some questions about your perception of SAMI after seeing the

samples based on your impression of SAMI. (The two samples shown in this survey are the

same as described in Appendix section C.2.)

1. In sample #1:

(a) How many of SAMI’s inferences about Lin do you believe to be accurate?

Please enter a number.

(b) How many of SAMI’s inferences about Lin do you believe to be inaccurate?

Please enter a number.

2. In sample #2:

(a) How many of SAMI’s inferences about Joey do you believe to be accurate?

Please enter a number.
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(b) How many of SAMI’s inferences about Joey do you believe to be inaccurate?

Please enter a number.

3. On a scale of 1 to 5, how would you rate the overall accuracy of SAMI’s inferences

about students based on the two samples you have seen?

• 1- Not accurate at all

• 2

• 3- Somewhat accurate

• 4

• 5- Very accurate

4. Now that you have seen samples of how SAMI works, please answer the following

questionnaire based on your current impression of SAMI. Please rate each of the

following statement based on how much you agree with it on a scale of 1 to 5, 1

indicates strongly disagree and 5 indicates strongly agree.

• I believe that there could be negative consequences when using SAMI.

• I feel I must be cautious when using SAMI.

• It is risky to interact with SAMI.

• I believe that SAMI will act in my best interest.

• I believe that SAMI will do its best to help me if I need help.

• I believe that SAMI is interested in understanding my needs and preferences.

• I think that SAMI is competent and effective in making accurate inferences

about me as a person.

• I think that SAMI performs its role as a social recommendation agent very well.

• I believe that SAMI has all the functionalities I would expect from a social

recommendation agent.
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• If I use SAMI, i think I would be able to depend on it completely.

• I can always rely on SAMI for recommending students that fit my social needs.

• I can trust the information presented to me by SAMI.

5. Please answer the following questionnaire based on your current impression of SAMI.

The following questions will give you a spectrum from one quality to the other on a

scale of 1 to 5, such as from “Unkind (1)” to “Kind (5).” Please rate your perception

of SAMI along each of these spectrum:

Figure C.5: This figure shows the Godspeed questionnaire we used to measure students’
social perceptions of SAMI after seeing the samples.

Experiment Perception Measures

Thank you! In this section, you will be shown your own self-introduction paragraph

and SAMI’s inferences about you based on your self-introduction.

(Showed participant’s self-intro and SAMI’s fabricated inferences about the partici-

pant).

1. In SAMI’s inferences about you:
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(a) How many of SAMI’s inferences about you do you think are accurate? Please

enter a number.

(b) How many of SAMI’s inferences about you do you think are inaccurate? Please

enter a number.

2. On a scale of 1 to 5, how would you rate the overall accuracy of SAMI’s inferences?

• 1- Not accurate at all

• 2

• 3- Somewhat accurate

• 4

• 5- Very accurate

3. Now that you have seen samples of how SAMI works, please answer the following

questionnaire based on your current impression of SAMI. Please rate each of the

following statement based on how much you agree with it on a scale of 1 to 5, 1

indicates strongly disagree and 5 indicates strongly agree.

• I believe that there could be negative consequences when using SAMI.

• I feel I must be cautious when using SAMI.

• It is risky to interact with SAMI.

• I believe that SAMI will act in my best interest.

• I believe that SAMI will do its best to help me if I need help.

• I believe that SAMI is interested in understanding my needs and preferences.

• I think that SAMI is competent and effective in making accurate inferences

about me as a person.

• I think that SAMI performs its role as a social recommendation agent very well.
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• I believe that SAMI has all the functionalities I would expect from a social

recommendation agent.

• If I use SAMI, i think I would be able to depend on it completely.

• I can always rely on SAMI for recommending students that fit my social needs.

• I can trust the information presented to me by SAMI.

4. Please answer the following questionnaire based on your current impression of SAMI.

The following questions will give you a spectrum from one quality to the other on a

scale of 1 to 5, such as from “Unkind (1)” to “Kind (5).” Please rate your perception

of SAMI along each of these spectrum:

Figure C.6: This figure shows the Godspeed questionnaire we used to measure students’
social perceptions of SAMI after seeing the samples.

[Insert debriefing form here]
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APPENDIX D

CHAPTER 7 STUDY MATERIALS

D.1 Sample Dialogue Vignettes

This section shows all nine possible sample dialogues that were shown to the participant.

Note that in the original survey, all the AI revision communication messages were high-

lighted in purple in the survey, as shown below. This was to remind participant to focus on

the revision communication message as they read through the sample dialogues.

No apology + Acknowledgement of revision (Control)

Student: I live in Seattle, Washington. I am an electric engineer. I have a passion for craft-

ing such as knitting, crochet, embroidery, and sewing. I also like to tend to my houseplants.

A fun fact about me is that my parents were missionaries to Italy, so I was born and raised

there.

AI Agent L: Hello! I can connect you with other students who also lives in Italy.

Student: I don’t live in Italy. I live in Seattle, Washington.

AI Agent L: I just fixed that.

Casual apology + Acknowledgement of revision

Student: I live in the Bay Area (California). My interests and hobbies are playing baseball,

going on a walk/jogging, exercising, listening to music, and watching Twitch. An interest-

ing fact about myself is that I lived in 4 countries (Romania, Germany, England, and the

U.S.)

AI Agent J: Hello! Based on your introduction, I can connect you with other students who

are also in Germany.

Student: I am not located in Germany. I live in Bay Area, California.

AI Agent J: Oops my mistake! I just fixed that.
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Serious apology + Acknowledgement of revision

Student: I stay in Virginia and I am an Architect. I like drawing and playing video games.

As the father of three kids, I found myself constantly on the road for their sports activities;

at the same time I grow my sports capability with them, for instance, I have never even

watched a baseball game before and now I can watch with them.

AI Agent K: Hi! Based on your introduction, I can recommend some students who also

likes playing baseball.

Student: I don’t play baseball. I like drawing and playing video games.

AI Agent K: I am genuinely sorry for any confusion I may have caused. I just fixed that.

No apology + Revision process

Student: I am an introverted yet curious individual. I currently live in Spokane, Wash-

ington. I love playing video games. During my years in undergrad, I traveled the country

competing in a video game. At my best I was ranked 5th in New Mexico.

AI Agent F: Hello! Based on your introduction, I can recommend some students who are

also in New Mexico.

Student: I am not located in New Mexico. I live in Spokane, Washington.

AI Agent F: Let me fix that.

I am analyzing your feedback and it seems like I misinterpreted that you live in New Mex-

ico when you actually live in Spokane, Washington . . .

I am backtracking through my modules to see where I made the mistake. . .

It seems like I made the mistake when extracting the entities from your introduction post.

I extracted “New Mexico” as your location entity from “. . . was ranked 5th in New Mex-

ico. . . ”

I just removed “New Mexico” from your location and added “Spokane, Washington” in my

knowledge base!
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Casual apology + Revision process

Student: I have lived in Florida for most of my life but I was born in New York. I am a

data scientist and an avid reader. Currently I am reading an online novel called A Practical

Guide to Evil. Fun fact about me: I tried learning German for 3 years and failed miserably.

AI Agent D: Hi! Based on your introduction, I can connect you with other students who

are in New York City.

Student: I am not in New York. I am in Miami, Florida.

AI Agent D: Hey, I messed up. I apologize for the confusion. Let me fix that.

I am analyzing your feedback and it seems like I misinterpreted that you are living in New

York when you are actually in Miami, Florida. . .

I am backtracking through my modules to see where I made the mistake. . .

It seems like I made the mistake when extracting the entities from your introduction post. I

extracted “New York” as your location entity from “. . . but I was born in New York. . . ”

I just removed “New York” from your location and added “Miami, Florida” in my knowl-

edge base!

Serious apology + Revision process

Student: I am an artist and an avid gamer. I grew up right outside of Philadelphia PA. I am

a community college student majoring in art. Recently, I am considering registering for a

computer science class after reading about generative AI that can create amazing artwork.

AI Agent E: Hi! I can connect you with other students who also likes reading.

Student: I am not interested in reading. I like playing video games.

AI Agent E: I want to express my genuine apologies for any confusion I caused. Let me

fix that.

I am analyzing your feedback and it seems like I misinterpreted that you enjoy reading

when you actually enjoy playing video games. . .

I am backtracking through my modules to see where I made the mistake. . .
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It seems like I made the mistake when extracting the entities from your introduction post. I

extracted “reading” as your hobby entity from “.. after reading about generative AI...”

I just removed “reading” from your hobby and added “art” and “video games” in my knowl-

edge base!

No apology + Revision result

Student: I am from southern California, Riverside to be specific. I currently work for a

large IT team automating production software jobs. My hobbies are making music and

video games. Recently, I have been slowly putting together a Lego piece to be used as of-

fice desk art.

AI Agent I: Hello! I can recommend some other students who are also interested in art.

Student: I am not interested in art. I like making music and playing video games.

AI Agent I: Let me fix that.

I just changed your hobby from “Art” to “music” and “video games.”

Casual apology + Revision result

Student: I was born and raised in the Houston, Texas area. I work for a pharmaceutical

company that manages the business process around registration management. My hobbies

include all things art, like knitting and painting.

AI Agent G: Hi! I can recommend some students who are also interested in Business.

Student: I am not interested in Business. My hobbies are knitting and painting.

AI Agent G: Sorry I dropped the ball on this one. Let me fix that.

I just changed your hobby from “Business” to “knitting” and “painting.”

Serious apology + Revision result

Student: I currently live in Stuttgart, Germany. I work as a software engineer in the au-
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tomotive industry. I like to travel and connect with new people. I attended high school in

Canada for a year and went to Australia and New Zealand to work-and-travel.

AI Agent H: Hi! I can connect you with other students who are also in Canada.

Student: I am not located in Canada. I live in Stuttgart, Germany.

AI Agent H: I want to apologize sincerely for any confusion I have caused. Let me fix that.

I just changed your location from “Canada” to “Stuttgart, Germany.”

D.2 Survey

[Study consent form]

Section 1: Study Introduction

1. What is your Prolific ID? Please note that this response should auto-fill with the

correct ID.

Study description: In the following section, you will be presented with three sample dia-

logues between different students and different AI agents.

In each sample dialogue, the AI agent will make social recommendations to the student

based on their self-introduction. However, the AI agent will make an error in interpreting

student’s information, and attempt to correct its knowledge based on student’s feedback on

its error. The AI agent will then provide a response about fixing and mitigating the error.

Please carefully review each sample dialogue, focusing especially on the AI agent’s

error mitigation response, presented at the end of each sample dialogue.

After each sample dialogue, you will be presented with the same set of questionnaires

to gauge your overall perceptions of the AI agent based on the AI agent’s error mitigation

response in the specific sample that you just saw.

2. Are you currently located in the United States during the time of participation of this
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study? Yes/ No

3. Are you 18 years old or older? Yes/ No

Study introduction: In the following section, you will be presented with three sample

dialogues between different students and different AI agents.

In each sample dialogue, the AI agent will make social recommendations to the student

based on their self-introduction. However, the AI agent will make an error in interpreting

student’s information, and attempt to correct its knowledge based on student’s feedback on

its error. The AI agent will then provide a response about fixing and mitigating the error.

Please carefully review each sample dialogue, focusing especially on the AI agent’s

error mitigation response, presented at the end of each sample dialogue.

After each sample dialogue, you will be presented with the same set of questionnaires

to gauge your overall perceptions of the AI agent based on the AI agent’s error mitigation

response in the specific sample that you just saw.

4. Based on the instruction you just saw, what are you evaluating in this study?Please

re-read the instruction above if you are not sure. You won’t be able to proceed until

you get this question correct.

• The overall performance/correctness of the AI agent shown in the previous sam-

ple.

• The overall interactions between the student and the AI agent shown in the

previous sample.

• The error mitigation response from the AI agent shown in the previous sample.

• The overall performance/correctness of all the AI agents shown in all the sam-

ples.

Section 2: Evaluate Dialogue Vignettes

In this section, participants evaluated three dialogue vignettes by reviewing a randomly-
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selected dialogue vignette and then self-report their perceptions of the AI agent in the

dialogue vignette that they just saw. Each dialogue vignette was followed by the same set

of questions, which was listed below.

[Present a dialogue vignette to the participant]

1. What do you like about this AI agent’s error mitigation response, and why? Please

be as detailed as possible.

2. What do you dislike about this AI agent’s error mitigation response, and why? Please

be as detailed as possible.

3. Now that you saw this AI agent’s error mitigation response, what is your overall

impression of this AI agent? Please rate each of the following statement based on

how much you agree with it on a scale of 1 to 5, 1 indicates strongly disagree and 5

indicates strongly agree.

• I believe that there could be negative consequences when using this AI agent.

• I feel I must be cautious when using this AI agent.

• It is risky to interact with this AI agent.

• I believe that this AI agent will act in my best interest.

• I believe that this AI agent will do its best to help me if I need help.

• I believe that this AI agent is interested in understanding my needs and prefer-

ences.

• I think this AI agent is competent and effective in mitigating errors.

• I think this AI agent can respond to user feedback on errors very well.

• I believe this AI agent has all the functionalities I would expect when mitigating

an error.

• If I use this AI agent, I think I would be able to depend on it completely.
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• I can always rely on this AI agent to accurately update its knowledge about me

based on my feedback.

• I can trust the updated information presented to me by this AI agent.

4. Now that you saw this AI agent’s error mitigation response, what is your overall

perception of this AI agent? The following questions will give you a spectrum from

one quality to the other on a scale of 1 to 5, such as from “Unkind (1)” to “Kind (5).”

Please rate your perception of this AI agent along each of these spectrums:

Figure D.1: This figure shows the adapted Godspeed questionnaire we used to measure
students’ perceived likeability and intelligence of the AI agent after seeing the dialogue
vignette

Section 3: Background and Demographic

1. This questionnaire aims at understanding your knowledge and experience with Arti-

ficial Intelligence. Please rate each of the following statements on a scale of 1 to 7

(1-Disagree strongly, 2-Disagree moderately, 3-Disagree a little, 4-Neither agree nor

disagree, 5-Agree a little, 6-Agree moderately, 7-Agree strongly)
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• In general, I know the unique facets of AI and humans and their potential roles

in human-AI collaboration.

• I am knowledgeable about the steps involved in AI decision-making.

• Considering all my experience, I am relatively proficient in the field of AI.

2. On a scale of 1 to 7, how would you rate your general attitude towards AI technology

(e.g., shopping/music recommendation algorithm, chatbot, etc.)?

• 1-Very Negative: You don’t find AI technology useful at all and have very little

trust in AI technology or its potential of contributing to societal good. Using AI

technology also elicits strong negative emotions from you (e.g., anxiety, stress,

anger)

• 2-Moderately Negative

• 3-A Little Negative

• 4-Neutral: You don’t have any positive or negative feelings towards AI technol-

ogy.

• 5-A Little Positive

• 6-Moderately Positive

• 7-Very Positive: You trust AI technology a lot and find it significantly improved

your everyday life. You believe AI technology can significantly improve our

society. Using AI technology also elicits positive emotion from you.

3. Here are a number of personality traits that may or may not apply to you. Please

rate each statement to indicate the extent to which you agree or disagree with that

statement on a scale of 1 to 7. You should rate the extent to which the pair of traits

applies to you, even if one characteristic applies more strongly than the other: (1-

Disagree strongly, 2-Disagree moderately, 3-Disagree a little, 4-Neither agree nor

disagree, 5-Agree a little, 6-Agree moderately, 7-Agree strongly)
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Figure D.2: This figure shows the short Big Five personality questionnaire.

4. How old are you? (Please enter a number)

5. What is your gender?

• Woman

• Man

• Non-binary

• Prefer not to say

• Prefer to self-describe

6. What is your current level of study?

• Undergraduate

• Master

• Doctorate

• Other, please specify:

7. What major(s) or area(s) of specialization are you in at school?

260



REFERENCES

[1] D. Premack and G. Woodruff, “Does the chimpanzee have a theory of mind?” Be-
havioral and brain sciences, vol. 1, no. 4, pp. 515–526, 1978.

[2] S. Baron-Cohen, A. M. Leslie, U. Frith, et al., “Does the autistic child have a “the-
ory of mind”,” Cognition, vol. 21, no. 1, pp. 37–46, 1985.

[3] P. Carruthers and P. K. Smith, Theories of theories of mind. Cambridge university
press, 1996.

[4] A. Gopnik and H. M. Wellman, “Why the child’s theory of mind really is a theory,”
1992.

[5] H. M. Wellman, The child’s theory of mind. The MIT Press, 1992.

[6] A. I. Goldman et al., “Theory of mind,” The Oxford handbook of philosophy of
cognitive science, vol. 1, 2012.

[7] N. Shapira et al., “Clever hans or neural theory of mind? stress testing social rea-
soning in large language models,” arXiv preprint arXiv:2305.14763, 2023.

[8] C. Jin et al., “Mmtom-qa: Multimodal theory of mind question answering,” arXiv
preprint arXiv:2401.08743, 2024.

[9] S. Bubeck et al., “Sparks of artificial general intelligence: Early experiments with
gpt-4,” arXiv preprint arXiv:2303.12712, 2023.

[10] M. Kosinski, “Theory of mind might have spontaneously emerged in large language
models,” arXiv preprint arXiv:2302.02083, 2023.

[11] W. Street et al., “Llms achieve adult human performance on higher-order theory of
mind tasks,” arXiv preprint arXiv:2405.18870, 2024.
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